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Figure 1. Descriptive statistics of wild type worm tracks. (A) ðx; yÞ-coordinates of a worm during 10 min of foraging. Inset: Image of a worm showing the

black spot (arrow) used for optical tracking (scale bar = 200 mm). (B) The speed distribution computed from the distance moved between successive

video frames had a peak at 180 mm/s, which includes both forward and reverse locomotion. A second peak at 14 mm/s corresponds to pauses. The

decreased probability of observing speeds <14 mm/s (<0.47 mm/frame) is due to noise in the position measurement. (C) At least three time constants

were required to fit (red) the speed autocovariance function (black; grey shading shows ± 1 sem). (D) The worm’s heading remained nearly constant for

~10 s except for a transient peak at 1.4 s (!), which corresponds to the period of one half cycle of undulation during sinusoidal locomotion. The

dashed line shows random reorientation; shading shows ± 1 sem. (E) Example of vðtÞ showing periods of forward locomotion, reverse locomotion and

pauses of various durations. Upward triangles (~) mark forward-pause-forward (FPF) events; the downward triangle (!) marks a reverse-pause-reverse

(RPR) event. (F) Velocity distributions for the 5 wild type cohorts (5 colors) analyzed in this study. (G) Ensemble-averaged velocity during FPR transitions.

All FPR transitions in all wild type cohorts were aligned at the end of forward movement, grouped according to the duration of the pause (2–9 frames),

and averaged. Such transitions were defined using a threshold criterion of vj j < 50 mm/s to identify state P (Rakowski et al., 2013). Pauses lasting � 1

frame are not shown because of ambiguity in state identification; pauses lasting � 10 frames are omitted for clarity. (H) Identical to G except RPF

transitions are shown. (I) Cumulative probability distributions for dwell time in the pause state defined as in G and H for all FPR and RPF transitions of

duration >1 frame in wild type worms.
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Figure 1—figure supplement 1. Optical tracking error. Position data recorded for 1 min each from 4 dead worms

spotted by the usual procedure. Under these conditions the stage is stationary. Data from each worm are shown in

a different color. The circle encloses 1 standard deviation of the combined 2-D distribution. Optical tracking is

more precise than the resolution of the stage position encoder, and thus does not limit the overall resolution of

the position measurement.
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Figure 1—figure supplement 2. The worm’s search behavior closely resembles a Brownian random walk on time

scales longer than 10 s, but not on shorter time scales. (A) the velocity autocorrelation function (AV ) averaged

across the 5 wild-type cohorts shows that movements become uncorrelated after ~10 s, primarily as a result of

random reorientation during transitions from reverse to forward motion. The period of the damped oscillations in

AV corresponds to the period of sinusoidal undulations during locomotion. (B) The observed linear increase in

mean-squared distance travelled with time (black; mean ± sem, averaged data from all wild-type worms) shows

that on this time scale search behavior approximates a Brownian random walk. (C) At shorter times the observed

(black) relation curves upward because worms travel in relatively straight lines during runs. Assuming that the

behavior is stationary over the 10 min observation period, the dependence of r2 on t can be calculated from the

velocity autocorrelation function (red curves in B and C):

r2 tð Þ ffi r2 tð Þ

 �

¼ 2

ðt

0

ðt� tÞAvðtÞdt¼ 2

ðt

0

ðt� tÞV tð Þ �Vt 0ð Þdt

where �h i denotes statistical expectation (eq. 2.5.12 of Boon and Yip, 1980). Thus, the worm’s movements

approximate Brownian motion on a time scale that is longer than the persistence of the velocity autocorrelation,

but not at shorter times.
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Figure 2. Assumptions with supporting data for the Stochastic Switch Model. (A) Connectivity of forward and reverse command neurons. Arrows with

single heads are monosynaptic connections inferred from the C. elegans connectome (White et al., 1986; Varshney et al., 2011) line thickness is

proportional to the number of presynaptic specializations seen in the reconstruction of each pairwise connection. Open, double-headed arrows indicate

synaptic pathways from or to the indicated pool of neurons outside the network. (B) Voltage recording from the command neuron AVA in the absence

of injected current. In this neuron, quasi-stable membrane potentials are seen at -17 and -32 mV. These results differ from previously published AVA

recordings, which were made in the presence of hyperpolarizing current (5–10 pA) that kept the membrane potential near -55 mV (Lindsay et al.,

2011). (C) Neuronal representation of the Stochastic Switch Model. Forward and reverse command neurons are represented as single binary neuron-

like units F and R, respectively. Arrows depicting cross connections (wFR, wRF) represent functional (net mono- and polysynaptic) connections

between forward and reverse units. Self-connections (wFF, wRR) represent synaptic connections between neurons comprising a given unit, voltage

dependent currents in these neurons, and polysynaptic recurrent pathways involving non-command neurons. Downward arrows (hF, hR) represent the

Figure 2 continued on next page
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Figure 2 continued

combined effects of input from presynaptic neurons, including sensory neurons, and neuromodulation. (D) Markov model representation of the

command neuron network. The color of a unit indicates its state of activation (red on, white off). In addition to the forward state F and the reverse state

R, there are two pause states, X and Y. Arrows, with their associated rate constants, indicate transitions in which a single unit changes state. Transitions

in which two units change state simultaneously have probability zero because single-unit transitions are assumed to be statistically independent. (E) The

most likely sequence of states in the hidden Markov model (computed using the Viterbi algorithm) for a representative data segment.
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Figure 2—figure supplement 1. Effects of synaptic

input on transition rates in stochastic units F and R.

Rate constants are exponential functions of the unit’s

net synaptic input S. Excitatory input increases the on

rate and decreases the off rate, whereas inhibitory

input has the opposite effect. When synaptic input

equals zero, the unit switches stochastically between on

and off states with rate constant A.

DOI: 10.7554/eLife.12572.011

Roberts et al. eLife 2016;5:e12572. DOI: 10.7554/eLife.12572 7 of 20

Research article Computational and systems biology Neuroscience

http://dx.doi.org/10.7554/eLife.12572.011
http://dx.doi.org/10.7554/eLife.12572


Figure 2—figure supplement 2. Velocity distributions in forward, reverse and pause states. For each cohort, the velocity distribution gðvÞ (black;

binwidth 2 mm/s) was smoothed by 10 passes of a 1-2-1 binomial smoothing algorithm, then separated into three overlapping velocity distributions:

gFðvÞ (dashed green), gRðvÞ (dashed blue), gPðvÞ (dashed red).

For gPðvÞ we used a Cauchy distribution (half width 18 mm/s) scaled to fit gð0Þ. We estimated gFðvÞ and gRðvÞ by subtracting gPðvÞ from gðvÞ and

restricting the F and R distributions to positive and negative velocities, respectively. The sum gFðvÞ þ gRðvÞ þ gPðvÞ is shown in solid orange.

DOI: 10.7554/eLife.12572.012
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Figure 2—figure supplement 3. Cumulative dwell time distributions in states F, R, X and Y. Comparisons between cumulative dwell time distributions

(solid lines) and the exponential distributions predicted by the hidden Markov model (1� expð�t=dSÞ, where dS is the mean dwell time in state S;

Table 1). The observed dwell times were tabulated from the most likely sequence of states obtained using the Viterbi algorithm. The origin on the time

axis corresponds to one frame.
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Figure 3. Fate diagram of the model. The system

typically cycles clockwise through states F, X, R, Y, with

state F frequently interrupted by FXF transitions,

leading to state sequences of the form . . .(FX)nRY

(FX)nRY. . .. Nearly unidirectional transitions out of a

given state are shown by red arrows; blue arrows

indicate nearly equiprobable transitions. The width of

the arrows and the numbers beside them show the

probability that the transition out of the state at the tail

of the arrow is into the state at the head. The area of

each circle is proportional to the probability of the

corresponding state (Table 1, column A).

DOI: 10.7554/eLife.12572.015
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Figure 4. Relationship between pauses and posture. (A) Average track curvature upon entry in to the pause state

in wild type worms. Prior to computing curvature, tracks of individual worms were mirror-imaged as needed such

that positive curvature corresponds to a ventral bend. Tracks in the vicinity of pause events were aligned

according to the location of the tracking spot in the pause state, converted to curvature, then averaged over all FX

transitions (solid blue line; n = 1907), and all RY transitions (red; n = 295) for which the track length was >1.5 mm;

shading shows ± 1 S.D. The trace depicts the curvature of the worm posterior to the tracking spot at the end of

forward movement (FX transitions) and anterior to the tracking spot at the end of reverse movement (RY

transitions). The dashed blue line shows the average curvature at FXR transitions (i.e., excluding FXF stutters). (B)

Locomotory phases at which FX transitions occurred, plotted as blue dots on the unit circle. The phase at each FX

transition was computed as ’ ¼ 2pz1=ðz2 � z1Þ, where z1 and z2 are the positions of the two downward zero

crossings of curvature preceding the pause as indicated in panel A, right. The uniform distribution of points

around the circle, and therefore the small magnitude of the vector strength (r ¼ 0:14; arrow), shows that there was

only a small (but statistically significant) phase preference at the end of forward motion (p < 10�16; Rayleigh test).

(C) Same as B, but for RY transitions. Vector strength is large (r ¼ 0:71), indicating a strong tendency to end

reverse runs at a particular phase (p < 10�63), with a ventral bend in the middle of the body. (D) Average posture at

Figure 4 continued on next page
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Figure 4 continued

FXR transitions, calculated by integrating the average curvature, computed over all tracks that persisted for >1.5

mm in state F before the pause and >1 mm in state R after the pause. Arrows indicate direction of motion along

the track (blue, forward; red, reverse). FXR transitions were typically a simple reversal along the same track. (E)

Same as D but for RYF transitions that persisted for >1.5 mm in state R before the pause and >1 mm in state F

after the pause. RYF transitions at the end of reverse runs that persisted for >1.5 mm were usually associated with

a ventral bend that resulted in a ~180˚ change of direction as previously described (Gray et al., 2005).

DOI: 10.7554/eLife.12572.016
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Figure 5. Ablation of command neurons. (A) Velocity distribution of ablated cohorts (red) compared to sham

operated controls (grey) when the indicated command neuron was killed. Stars indicate significant reduction in

velocity for the indicated peak (p<0.05 without ($) or with ($$) correction for multiple comparisons; Table 3). (B)

Dwell times in F, R, and P in ablated (red) and sham operated animals (grey). Stars indicate significant differences

from sham (as defined in Table 4). Horizontal lines indicate the estimated range of d0, the dwell time in the

uncoupled state. Each group of ablated animals was tested in parallel with a distinct set of sham operated

controls to minimize the effects of variation between populations. Error bars for dwell times are not shown

because statistical significance was calculated using the likelihood ratio test (see Table 4 legend), which does not

generate sem estimates, and calculation of confidence intervals would have required an excessive amount of

computation time. Stars indicate p<0.05 without ($) or with ($$) correction for multiple comparisons (Table 4).

DOI: 10.7554/eLife.12572.017
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Figure 6. The Stochastic Switch Model correctly predicts the sign and strength of synaptic connections. (A) Synaptic weights (mean ± sem, n = 5

cohorts) from maximum likelihood fits to velocity data from wild type worms. (B, C) Left, synaptic current in AVB or AVA when the indicated presynaptic

neuron was photoactivated (blue line). Right, mean synaptic current during the first 100 ms of the stimulus plotted against holding potential in the

postsynaptic neuron (I-V curve). Lines show linear fits to the data at negative holding potentials which were used to estimate vRev. (D), Zero-current

holding potential and reversal potential of synaptic currents (mean ± sem) in the indicated postsynaptic neuron (paired t-tests: AVA to AVB, p= 0.043, n

= 9; AVB to AVA, p= 0.019, n = 17). (E), Scatter plot of synaptic currents recorded at a holding potential of -15 mV (unpaired t-test: p= 0.010, n � 25).

DOI: 10.7554/eLife.12572.021
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Figure 7. Predicted and observed effects of HYP and DEP mutations on dwell times. (A) Predicted effects of

changes in membrane potential. (B ) Predicted effects of changes in input resistance. (C) Dwell times in F, R, and

P for cohorts of HYP mutants, DEP mutants, and wild type animals. Stars indicate significant change in dwell time

(p<0.05 without ($) or with ($$) correction for multiple comparisons; Table 6). In A-C wild type dwell times are

indicated by gray bars. Horizontal lines indicate the estimated range of d0, the dwell time in the uncoupled state.

In the DV model, h terms were made more negative to model HYP mutants and more positive to model DEP

mutants by subtracting or adding a constant Dh = 0.6; qualitatively similar results were obtained for 0 < Dh � 0.8.

In the Dr model, h and w terms were scaled by (1 + f) to model HYP mutants and by (1 - f) to model DEP mutants,

with f = 0.6; qualitatively similar results were obtained for 0 < f � 1. Strains, HYP A: DA572 eat-4(ad572); HYP B:

Figure 7 continued on next page
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Figure 7 continued

MT6308 eat-4(ky5); HYP C: KP4 glr-1(n2461); DEP A: VM1136 lin-15(n765); akIs9 [lin-15(+), Pglr-1::GLR-1(A/T)]; DEP

B: VM188 lin-15(n765); akEx52[lin-15(+), Pnmr-1::GLR-1(A/T)].

DOI: 10.7554/eLife.12572.023
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Figure 8. The Stochastic Switch Model accounts for the three main modes of random search in C. elegans. (A) Plot of mean forward run length versus

the weights hF and hR, illustrating a minimal model of search-scale regulation. (B-H) Calculated effects on search mode of the weights indicated in

parentheses. The frequency of reversals (fFPR) is plotted against mF while these three weights are scanned from -6 to 6 weight units in steps of 0.4.

Each point was categorized as cropping (magenta), local search (green), ranging (blue), or indeterminate (grey) according to value of fFPR and mF, and

whether or not the associated value of mR (not shown) indicated a short or long reversal; see Materials and methods for definitions of search modes.

Yellow diamonds mark the scanned points modeled in Figure 8—figure supplement 1. A = 1 Hz; similar results were obtained for A ¼ Amax and A ¼

Amin (Table 7).

DOI: 10.7554/eLife.12572.025
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Figure 8—figure supplement 1. Simulated worm tracks illustrating cropping, local search, and ranging as defined in the model. ( A-C ) Simulated time

is 600 sec with four replicated per panel, each in a different color. A ¼ Amax; similar results were obtained for A ¼ Amin.

DOI: 10.7554/eLife.12572.026
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Figure 8—figure supplement 2. Extension of the Stochastic Switch Model to chemotaxis. (A) Circuitry. Behavioral

state (F, R, or P) was determined by a modified version of the Stochastic Switch Model in which on and off

chemosensory neurons regulated the values of the inputs to the network. During movement up the gradient, the

activation states of the on and off cells were set to 1 and 0, respectively, such that hFðtÞ ¼ hF þ DhF and

hRðtÞ ¼ hR � DhR, where hF and hR are the values of the inputs to the network during local search (Table 2).

Conversely, during movement down the gradient, the on and off activation states, and the signs of Dh, were

reversed. In the tracks shown, DhF and DhR were � 2.6, the value that optimized chemotaxis performance given

the speed of the model worm and standard deviation of the gradient. (B) Simulated chemotaxis. The

concentration gradient of chemical attractant was modeled as a two dimensional Gaussian (std. dev. = 1.6 cm)

originating at the center of a circular arena. Similar tracks were obtained across the full range of values of A, the

fundamental time scale of the model.

DOI: 10.7554/eLife.12572.027
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Figure 9. Extension of the Stochastic Switch Model to deterministic behaviors. (A) Three functional circuit motifs

for deterministic escape behavior initiated by the nociceptive neuron ASH. (B) Predicted steady-state probability

of reversal behavior in the resting state and the activated state of the three motifs shown in A. Plotted values are

means across the five wild type cohorts shown in Figure 1F. Error bars are ± sem. Numbers in parenthesis are

predicted mean first latency to a reversal response. (C) Left, synaptic current in AVB when ASH was photoactivated

(blue line). Right, mean synaptic current during the first 100 ms of the stimulus plotted against holding potential in

AVB. The line is fit to the data at negative holding potentials. (D) Mean zero-current holding potential and mean

reversal potential of synaptic currents (± sem) in AVB (paired t-test: p= 0.013, n = 4).
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