
elifesciences.org

Errington et al. eLife 2014;3:e04333. DOI: 10.7554/eLife.04333 1 of 9

Two central features of science are transparency 
and reproducibility (Bacon, 1267/1859; Jasny 
et al., 2011; Kuhn, 1962; Merton, 1942; Popper, 
1934/1992). Transparency requires scientists to 
publish their methodology and data so that the 
merit of a claim can be assessed on the basis  
of the evidence rather than the reputation of 
those making the claim. Reproducibility can refer 
to both the ability of others to reproduce the 
findings, given the original data, and to the gen-
eration of new data that supports the same con-
clusions. The focus of this article and project is 
on the latter—the replication of prior results with 
new data.

Despite being a defining feature of science, 
reproducibility is more an assumption than a prac-
tice in the present scientific ecosystem (Collins, 
1985; Schmidt, 2009). Incentives for scientific 
achievement prioritize innovation over replica-
tion (Alberts et al., 2014; Nosek, et al., 2012). 
Peer review tends to favor manuscripts that con-
tain new findings over those that improve our 
understanding of a previously published finding. 

Moreover, careers are made by producing exciting 
new results at the frontiers of knowledge, not 
by verifying prior discoveries.

Reproducing prior results is challenging 
because of insufficient, incomplete, or inaccurate 
reporting of methodologies (Hess, 2011; Prinz 
et al., 2011; Steward et al., 2012; Hackam and 
Redelmeier, 2006; Landis et al., 2011). Further, 
a lack of information about research resources 
makes it difficult or impossible to determine what 
was used in a published study (Vasilevsky et al., 
2013). These challenges are compounded by the 
lack of funding support available from agencies 
and foundations to support replication research. 
When replications are performed, they are rarely 
published (Collins, 1985; Schmidt, 2009). A liter-
ature review in psychological science, for exam-
ple, estimated that 0.15% of the published results 
were direct replications of prior published results 
(Makel et al., 2012). Finally, reproducing analy-
ses with prior data is difficult because researchers 
are often reluctant to share data, even when 
required by funding bodies or scientific societies 
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Figure 1. The Reproducibility Project: Cancer Biology will replicate selected experiments from a set of 50 research papers in an effort to estimate 
the rate of reproducibility in preclinical cancer biology research.
DOI: 10.7554/eLife.04333.002

(Wicherts et al., 2006), and because data loss 
increases rapidly with time after publication (Vines 
et al., 2014).

If all published results were true and their 
effect sizes estimated precisely, then a singular 
focus on innovation over verification might be 
inconsequential, because the effect size (which 
is a measure of the strength of the association 
between variables, or the magnitude of the  
differences between experimental conditions) 
would be reliable. In such a context, the most 
efficient means of knowledge accumulation 
would be to spend all resources on discovery 
and trust that each published result provided 
an accurate estimate of effects on which to 
build or extend. However, if not all published 

results are true and if effect sizes are misesti-
mated, then an absence of replication and veri-
fication will lead to a published literature that 
misrepresents reality. The consequences of that 
scenario would depend on the magnitude of the 
misestimation.

The accumulating evidence suggests an 
alarming degree of misestimation. Across disci-
plines, most published studies demonstrate posi-
tive results—results that indicate an expected 
association between variables or a difference 
between experimental conditions (Sterling, 1959; 
Fanelli, 2010, 2012). Simultaneously, across disci-
plines, the average power of studies to detect pos-
itive results is quite low (Cohen, 1962; Ioannidis, 
2005; Button et al., 2013). In neuroscience, for ILLUSTRATION: www.claudiastocker.com
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example, Button et al. observed the median 
power of studies to be 21% (Button et al., 2013), 
which means that assuming the finding being 
investigated is true and accurately estimated, 
then only 21 of every 100 studies investigating 
that effect would detect statistically significant 
evidence for the effect. Most studies would miss 
detecting the true effect.

The implication of very low power is that the 
research literature would be filled with lots of 
negative results, regardless of whether the effects 
actually exist or not. In the case of neuroscience, 
assuming all investigated effects in the published 
literature are true, only 21% of the studies should 
have obtained a significant, positive result detect-
ing that effect. However, Fanelli observed a posi-
tive result rate of 85% in neuroscience (Fanelli, 
2010). The samples in these two studies were 
not the same, but both were large and there  
is little reason to expect lack of comparability. 
This discrepancy between observed power and 
observed positive results is not statistically pos-
sible. Instead, it suggests systematic exclusion 
of negative results (Greenwald, 1975) and pos-
sibly the exaggeration of positive results by 
employing flexibility in analytic and reporting 
practices that inflate the likelihood of false posi-
tives (Simmons et al., 2011).

The small amount of direct evidence about 
reproducibility converges with the conclusions of 
these systematic reviews. A survey of faculty and 
trainees at the MD Anderson Cancer Center 
found half of those researchers reported an  
inability to reproduce data on at least one occa-
sion (Mobley et al., 2013). More dramatically, 
two industrial laboratories, Bayer and Amgen, 
reported reproducibility rates of 11% and 25% in 
two independent efforts to reproduce findings 
from dozens of groundbreaking basic science 
studies in oncology and related areas (Begley 
and Ellis, 2011; Prinz et al., 2011).

The available evidence suggests that pub-
lished research is less reproducible than assumed 
and desired, perhaps because of an inflation of 
false positives and a culture of incentives that 
values publication over accuracy (Nosek et al., 
2012), but, the evidence is incomplete. The Bayer 
and Amgen reports of failing to reproduce a 
high proportion of results provide the most direct 
evidence. However, neither report made avail-
able the effects investigated, the sampling pro-
cess, the methodology, or the data that comprised 
the replication efforts (Nature, 2012).

It is vitally important to obtain transparent 
evidence about the reproducibility of scientific 
research. To that end, this article introduces the 

Reproducibility Project: Cancer Biology. This 
project will conduct replications of findings from 
50 high-impact articles in the field of cancer  
biology published between 2010 and 2012. We 
selected cancer biology as the area of focus 
because of the Bayer and Amgen reports, and 
because of the direct importance of efficient 
progress in this research discipline for the treat-
ment of disease. The project follows a protocol 
similar to the Reproducibility Project: Psychology 
(Open Science Collaboration, 2012, 2014), 
and—in conjunction with eLife—adopts an  
approach in which the proposed experiments 
and protocols are written up in a Registered 
Report that is peer reviewed and published 
prior to data collection (Chambers et al., 2014; 
Nosek and Lakens, 2014). Following comple-
tion of data collection and analysis for each 
study, the results of the experiments detailed  
in the Registered Report are published in a 
Replication Study.

The Reproducibility Project: 
Cancer Biology
Replicating a large number of randomly selected 
studies is the best approach to obtain an esti-
mate of the rate of reproducibility. However, 
the current incentive structures that strongly 
favor innovation over replication mean that it  
is not in the professional interest of any indi-
vidual scientist or laboratory to conduct and 
publish replications, particularly many replica-
tions. The Reproducibility Project: Cancer Biology 
circumvents these barriers by establishing a 
core team to design, prepare, and monitor 
project operations, and by spreading the data 
collection effort across multiple researchers and 
laboratories.

Selecting experiments for replication

Resources are finite. Replication is not needed for 
findings that have no impact, but it can be of 
substantial value for increasing the confidence 
and precision of effects that have substantial 
impact. We identified a sampling frame that bal-
anced breadth of sampling for general inference 
with sensible investment of resources on replica-
tion projects.

The sampling frame was defined as the 400 
most cited papers from both Scopus and Web of 
Science using the search terms (cancer, onco*, 
tumor*, metasta*, neoplas*, malignan*, carcino*) 
for 2010, 2011, and 2012. Citations were counted 
from all sources, which include primary research 
articles and reviews. This produced an initial sam-
ple of 501 articles from 2010, 444 from 2011, and 
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438 from 2012. Altmetrics scores from Mendeley 
and Altmetric.com were collected for the entire 
dataset and used to create a final impact score for 
each paper. Citation rates and altmetric scores 
were each standardized by dividing each metric 
by the highest in the dataset to give each paper a 
normalized metric score between 0 and 1, which 
was summed to create an aggregate impact score. 
Within each year, articles were reviewed for inclu-
sion eligibility starting with the highest aggre-
gate impact article. Articles were removed if 
they were clinical trials, case studies, reviews, or 
if they required specialized samples, techniques, 
or equipment that would be difficult or impos-
sible to obtain. Also, articles reporting sequenc-
ing results, such as publications from The Cancer 
Genome Atlas project, were excluded. However, 
if sequencing or proteomic experiments were 
only part of an article, the other experiments in 
those papers could still be eligible. Review of 
articles continued until a total of 50 articles, 
about one-third from each year, were identified 
as eligible. The final set included 17 papers from 
2010, 17 from 2011, and 16 from 2012. From 
each paper, a subset of experiments were identi-
fied for replication, prioritizing those that sup-
port the main conclusions of the paper while also 
attending to feasibility and resource constraints. 
Details on the selection process and a list of the 
selected and excluded papers are available at 
the Open Science Framework.

There are a variety of alternative sampling 
strategies that could be pursued in parallel efforts 
such as community nomination of findings that 
are important to replicate, request from authors 
to have their published findings replicated (e.g., 
the Reproducibility Initiative project), or selec-
tion of a sample from a particular journal or on a 
specific topic for focused investigation. The pre-
sent sampling strategy focuses replication efforts 
on high impact papers. This could limit the gen-
eralizability of inference to all cancer biology 
research, but has the benefit of increasing preci-
sion and attention to the research that is shaping 
the field.

Preparing and conducting the replications

The replication experiments are being coordi-
nated by a core group of researchers and con-
ducted by research providers from the Science 
Exchange network. Because the network consists 
of over 900 labs skilled in the techniques neces-
sary for replicating the experiments within the 
chosen studies, the likelihood of a failed replica-
tion due to lack of relevant expertise is minimized. 
The providers are matched to an experiment on 

the basis of their skills and available instrumen-
tation, often with multiple providers contribut-
ing to each replication. An advantage of these 
labs - commercial contract research organizations 
(CROs) and core facilities—is that they are less 
likely to be biased for or against replicating the 
effect. This may reduce the effect of experimenter 
expectations on observed results (Rosenthal and 
Fode, 1963). However, it does not necessarily 
eliminate expectancy effects as the replicating 
researchers are aware of the original findings, 
and they may have expectations about whether 
the same result is likely to be obtained or not. 
Another advantage of this approach is that the 
time and cost of replicating an experiment via 
Science Exchange is less than that required to 
establish a collaboration with another academic 
lab, allowing the project to scale up efficiently.

A community of volunteers, largely composed 
of postdocs in the life sciences, contributed to 
the project by extracting information from the 
original papers and drafting protocols for replica-
tion experiments. Information about the project 
including its coordination, planning, execution, and 
ultimately the replication data is available pub-
licly at the Open Science Framework. Conducting 
the project in an open manner increases the  
accountability, and ideally, the quality of the 
project and the replications.

A standardized procedure is followed to min-
imize irrelevant variation between each replica-
tion and to maximize the quality of the replication 
efforts. We aim to conduct the experimental 
procedure as closely as possible to the original 
experiment using the same materials and instru-
mentation, if available. The replication protocol 
requires the core team to contact the original cor-
responding author to request materials and any 
available information that could improve the 
quality of the replication attempt.

Each replication experiment must have high 
statistical power (1-ß ≥ 0.80) for observing the 
original effect size in order to minimize the likeli-
hood of failing to replicate because of low power 
(i.e., a false negative). However, it is common in 
biomedical research for some experiments to be 
presented with representative images or graphs 
without any inferential testing. In these cases, we 
will inquire with the original authors if there are 
additional unpublished replications, if it is not 
already stated in the article, and if any details 
are available about the results. Further, these 
qualitative experiments will be replicated three 
times and all results will be presented. Because 
the original representative image presents a mean, 
but no variability information from sampling, it is 
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not possible to compute a standardized effect 
size. Using the mean of the replication to calcu-
late post-hoc power would be invalid for com-
puting the needed effect size, but the variability 
of the three replications may be a less biased 
estimator. So, to determine if more than three 
replications are needed, we will use the original 
experiment for estimating the mean and the rep-
lications for estimating the variability needed 
to compute power. This strategy will provide an 
opportunity to identify the need for more sam-
pling than the default of three. As such, it can 
only result in increasing the overall power of the 
investigation.

An easy way to fail to replicate a result is to 
do a terrible job of implementing the Materials 
and methods or conducting the data analysis. 
Our priority is to maximize the quality of each 
replication to adequately test the research ques-
tion. We do this by conducting the entire project 
transparently so that error in sampling, design, 
data collection, and analysis can be identified. 
Moreover, replications describe in detail the entire 
experimental design, including controls, condi-
tions, assay optimizations, materials, protocols, and 
analysis plans prior to initiating data collection. 
Next, a key part of matching experiments with 
laboratories is to identify labs with the appro-
priate expertise to maximize research quality. 
This is particularly important with new and inno-
vative techniques, though most techniques called 
for in the selected experiments are standard 
techniques for which expertise is widely avail-
able. As experiments are matched to labs, it is 
possible that no appropriate service provider can 
be identified. If appropriate expertise is not avail-
able, then the finding or paper will be excluded 
from the project.

Once the experimental designs and protocols 
are prepared, the core team solicits feedback 
from the original authors to identify ways to 
improve the design. Author input is incorporated 
into the designs and protocols prior to data col-
lection; suggestions or concerns from the original 
authors that are not implemented are recorded in 
the Registered Report. The replication team will 
also conduct a literature review for evidence of 
existing replications although, as noted above, 
direct replication is likely to be rare. Existing 
published evidence for replication might indicate 
the likelihood of reproducing the original results.

Registered Reports

In addition to the informal information exchange 
between the core team and the original authors, 
each study will undergo peer review prior to data 

collection following the Registered Report for-
mat (Chambers et al., 2014; Nosek and Lakens, 
2014). Peer reviewers at eLife, including subject 
experts and a statistician, will evaluate the appro-
priateness and quality of the experimental designs 
and protocols for replication, as described in 
the Registered Report. If the Registered Report 
passes peer review, it will be published prior  
to data collection. Publication of the Replication 
Study is then contingent on the replication team 
following through with the approved design, 
data collection, and analysis plan; publication of 
the Replication Study is not contingent on the 
results. This places the incentives for the replica-
tion team and the reviewers on maximizing the 
quality of methodology and minimizes incentives 
for achieving a specific result.

The accepted experimental designs and  
protocols described in the Registered Report 
will be preregistered publicly at the Open 
Science Framework and the Registered Report 
for each study will be published by eLife before 
any experiments are performed. Following com-
pletion of data collection and analysis the 
Replication Study will be published by eLife with 
all data, analysis scripts, reports, and other 
research mate rials added to the project on the 
Open Science Framework for the research com-
munity to view, critique, or extend. The collected 
body of evidence will be the largest public 
dataset for inves tigating reproducibility in can-
cer biology.

Evaluation of reproducibility
What is a successful replication? A seemingly 
easy answer is that the replication produces the 
same result as the original. However, few results 
are easily categorized as either the same or dif-
ferent. One approach is to consider whether the 
replication achieves a p-value of less than 0.05 
with the same direction of association or ordinal 
ranking between conditions as the original. This 
provides some information but still treats exper-
imental outputs dichotomously, with an arbi-
trary significance threshold. For example, the 
above approach would classify a replication with 
p = 0.06 as a failure. An alternative approach in 
the null hypothesis significance testing frame-
work is to treat the original effect size as the null 
and test whether the replication is significantly 
different from that value. This provides comple-
mentary information to the first approach because 
effects can succeed or fail on one or both tests. 
For example, a replication with p = 0.06 fails the 
first test but may not be distinguishable from the 
original on the second test.
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Another approach is to compare the effect 
sizes of the original and replication studies and 
to then compare whether the estimates are 
within each other's confidence intervals. This 
starts to move the inference process away from 
dichotomous classification and toward estimat-
ing effect magnitude and precision of estima-
tion. In another approach, the totality of evidence 
for an effect is represented by the meta-analytic 
estimate combining the original and new experi-
ments. This combines all evidence and provides 
an indication of the present knowledge of the 
effect.

There is no single answer to the question ‘what 
is a successful replication?’ (Valentine et al., 
2011). As such, we will report multiple indica-
tors of comparison and combination of original 
and replication effects in order to gain a better 
understanding of the findings examined and of 
reproducibility more generally.

What will and will not be learned

The primary goals of this project are to produce 
an initial estimate of the reproducibility of can-
cer biology research and to identify predictors 
of reproducibility. These are big questions for 
one study to address. Nevertheless, the results 
will provide an initial empirical basis to evaluate 
reproducibility and may help guide the broader 
discussion about reproducibility toward areas of 
significant challenge, productive areas for further 
inquiry, and possible interventions for improve-
ment. Given the importance of these questions, 
it is important to recognize what will and will not 
be learned from the results of the Reproducibility 
Project: Cancer Biology.

Does a failure to replicate mean that the 
original result was a false positive?

No. There are many reasons that two studies of 
the same phenomenon could obtain different 
results, and only one of those is that the original 
was a false positive. The project design minimizes 
but does not eliminate the possibility of other 
explanations such as the replication being a false 
negative due to insufficient power, error in anal-
ysis, differences in statistical methods, or error in 
the design and implementation of the study pro-
cedures such as reagent variability/lack of vali-
dation, unintentional selective reporting, lack 
of appropriate controls, lack of equipment cali-
bration, or unrecognized experimental variables 
(Ioannidis, 2005; Nieuwenhuis et al., 2011; 
Loscalzo, 2012; Haibe-Kains et al., 2013; Pusztai 
et al., 2013; Vasilevsky et al., 2013; Hines et al., 
2014; Ioannidis et al., 2014; Perrin, 2014).

Other causes for different research outcomes 
between original and replication have implica-
tions for understanding the phenomenon itself. 
For instance, the original effect may be real but 
overestimated by the original study. As such, 
replication may provide new insight, not of the 
truth of the effect, but of its practical implica-
tions. Another reason for different outcomes is 
that the conditions necessary to obtain the result 
are not yet understood. Together the replica-
tion protocol and peer review of the Registered 
Report are intended to produce an experimental 
design for which there is no reason to expect a 
priori a different result than the original. Those 
expectations are based on the present theoretical 
understanding of how and why the effect occurs. 
However, that understanding may be incorrect or 
incomplete. Particular features of the original 
experimental protocol might be critical but uni-
dentified. Therefore, if there is no reason to 
expect a different result, and a different result is 
obtained, then differences between the original 
and replication deemed previously to be non-
consequential are now targets for hypothesizing 
and investigation. This may produce new discov-
eries and enhance understanding of the effect, 
the conditions necessary to obtain it, and its 
implications for biology. This type of discovery is 
unlikely to occur without direct replication.

Does a successful replication mean that 
the original interpretation is correct?

No. Successful direct replication can verify that a 
result can be obtained and establishes some gen-
eralizability by showing that it can be obtained in 
different circumstances. However, direct replication 
does not confirm the interpretation of the result. 
For example, if an original design has an uni-
dentified confounding influence, then the direct 
replication is also likely to be influenced by that 
confound.

Developing understanding for the meaning of 
research findings is often clarified more produc-
tively through conceptual replication (Schmidt, 
2009). In direct replication the original method-
ology is reproduced as faithfully as possible;  
in conceptual replication the original research 
question is tested again with different methods. 
Conceptual replication can include changes to the 
model system used, leveraging a new technology 
or improved procedure, or an operational change 
to the manipulation or measurement of critical 
variables. Such changes are done to remove alter-
native explanations and demonstrate that the 
phenomenon is not idiosyncratic to the original 
procedures. Conceptual replication is as vital for 
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gaining understanding of an effect as direct repli-
cation is for increasing confidence that the effect 
occurs.

Conclusion
Replication is central to the progress of science: if 
others cannot reproduce the evidence backing 
a scientific claim, then the claim loses status as 
scientific knowledge. This process differenti-
ates science from other ways of knowing for 
which the power, authority, ideology, or persua-
siveness of the person making the claim deter-
mines its truth.

The Reproducibility Project: Cancer Biology 
uses an open methodology to examine repro-
ducibility in cancer biology research. The implica-
tions of the project may depend on its outcomes. 
A high rate of reproducibility might affirm cur-
rent research and reporting practices, which may 
suggest that the potentially dysfunctional incen-
tives in the present ecosystem are relatively inert 
(See Ioannidis et al., 2014 for a review). On the 
other hand, a low rate of reproducibility might 
foster changes by researchers, scientific socie-
ties, universities, publishers, and funding agen-
cies to improve research practices and to adjust 
the training and incentives that maintain them 
(Ioannidis and Khoury, 2011; Landis et al., 
2012; Miguel et al., 2014; Nosek et al., 2012; 
Wagenmakers et al., 2012; Wadmann, 2013; 
Alberts et al., 2014; Asendorpf et al., 2013; 
Collins and Tabak, 2014).

Self-examination is not without challenge.  
A low reproducibility estimate might prompt con-
cern that the reputation of cancer biology research 
will be damaged (Bissell, 2013). However, we 
believe that there is much greater risk in having 
a low reproducibility rate and failing to discover 
it. Science can only self-correct if there is aware-
ness of what needs correcting. If reproducibility 
is much lower than expected, then the genera-
tion of new knowledge will suffer because it is 
difficult to pursue innovation and discovery if the 
foundation of evidence is not reliable (Forscher, 
1963). A culture that values and practices repro-
ducible science can push out the boundaries of 
knowledge with confidence that new discoveries 
have potential to lead to new knowledge and, in 
the case of cancer biology, cures to one of the 
greatest challenges to human health.
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