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Abstract 49 

Prior studies have shown that high-frequency activity (HFA) is modulated by the phase 50 

of low-frequency activity.  This phenomenon of phase-amplitude coupling (PAC) is often 51 

interpreted as reflecting phase coding of neural representations, although evidence for 52 

this link is still lacking in humans.  Here, we show that PAC indeed supports phase-53 

dependent stimulus representations for categories.  Six patients with medication-54 

resistant epilepsy viewed images of faces, tools, houses, and scenes during 55 

simultaneous acquisition of intracranial recordings.  Analyzing 167 electrodes, we 56 

observed PAC at 43% of electrodes.  Further inspection of PAC revealed that category 57 

specific HFA modulations occurred at different phases and frequencies of the underlying 58 

low-frequency rhythm, permitting decoding of categorical information using the phase at 59 

which HFA events occurred.  These results provide evidence for categorical phase-60 

coded neural representations and are the first to show that PAC coincides with phase-61 

dependent coding in the human brain.  62 

 63 
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 74 

Introduction 75 

 Perceptual representations of the environment are critical to an animal's 76 

survival and are believed to occur through coactivated neuronal groups known as 77 

cell assemblies.  Human neuronal firing (Kraskov et al., 2007; Chan et al., 2011; 78 

Ekstrom et al., 2007; Rey et al., 2014) and increases in high-frequency activity 79 

(HFA) in the gamma range (above 30 Hz; Jacobs & Kahana, 2009; Jacobs et al.,  80 

2012; van Gerven et al., 2013) carry information about perceptual and mnemonic 81 

representations.  Several recent studies have shown that these two signals are 82 

positively correlated (Ray et al., 2008; Manning et al., 2009; Miller et al., 2014; 83 

Burke et al., 2015; Rey et al.,  2014; Whittingstall & Logothetis, 2009) and are 84 

each modulated by the phase of low frequency oscillations (LFO) (O’Keefe & 85 

Recce, 1993; Skaggs et al., 1996; Jacobs et al., 2007; Rutishauser et al., 2010;  86 

Bragin et al., 1996; Tort et al., 2008; Canolty et al., 2006; Axmacher et al., 2010; 87 

McGinn et al.,  2014).  This modulation is detectable as phase-amplitude coupling 88 

(PAC) of gamma amplitude to LFO phase (Buzsaki et al., 2010; Miller et al., 89 

2014; Aru et al.,  2015).   90 

Together, these findings have motivated models positing that LFO phase 91 

may organize cell assemblies (Lisman & Jensen 2013; Jensen et al., 2014; 92 

Kayser et al., 2012; Watrous et al., 2015), a form of phase coding (O'Keefe & 93 

Recce 1993).  Supporting this view, LFO phase can be used to decode 94 

behaviorally relevant information (Lopour et al., 2013; Ng et al., 2013; Belitski et 95 

al., 2008; Belitski et al., 2010; Schyns et al., 2011; Fell et al., 2008) and phase 96 
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coded neural activity has been demonstrated in rodents (O'Keefe & Recce, 1993; 97 

Skaggs et al., 1996) and monkeys (Siegel et al., 2009; Kayser et al., 2009).  98 

Although the PAC observed in humans (Canolty et al., 2006; Axmacher et al., 99 

2010) has been thought to reflect phase-coding, this assumption has yet to be 100 

validated because prior studies have not investigated the relation between PAC 101 

and decoding from LFO phases.     102 

 We have recently proposed that the frequency-specific phase of LFO 103 

coordinates neural firing to support neural representations (Watrous & Ekstrom, 104 

2014; Watrous et al., 2015).  Here, we tested this prediction, a form of the phase-105 

coding hypothesis in humans, by examining the relation between PAC and neural 106 

representations for categories.   We analyzed intracranial recordings from 167 107 

electrodes in six patients with pharmaco-resistant epilepsy as they viewed 108 

pictures of houses, tools, scenes, and faces.  First, we identified PAC on 109 

individual electrodes by using a recently developed metric which allows for the 110 

characterization of PAC across individual HFA events.  On electrodes exhibiting 111 

PAC, we then assessed the distinctiveness of each category's phase-coded 112 

representation during periods with and without pronounced HFA.  Our results 113 

suggest that during periods with pronounced HFA, categorical representations 114 

can be recovered based on the phase of low-frequency oscillations, supporting 115 

the idea of phase-coded neural representations in humans.   116 

 117 

 118 
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Results 119 

 We analyzed data from a total of 167 intracranially-recorded EEG 120 

electrodes from six patients with pharmaco-resistant epilepsy as they viewed 121 

pictures of houses, faces, tools, and outdoor scenes (Figure 1A), testing whether 122 

these categories may be represented based on HFA activity at different phases 123 

of the LFO (Figure 1B).  We first sought to identify electrodes exhibiting phase-124 

amplitude coupling (PAC) and used a data-driven method which allows for the 125 

identification of predominant modulating and modulated frequencies (Dvorak & 126 

Fenton, 2014; see Figure 1-figure supplement 1 for analysis schematic).  Figure 127 

2A-D shows the PAC modulation profile of an example electrode from the basal 128 

temporal lobe of patient 3.  Figure 2A shows the magnitude of the modulatory 129 

signal relative to HFA events (time 0) at different frequencies in the HFA band.  130 

PAC is evident as red and blue vertical striping, with maximal modulation of 131 

activity at 84 Hz (Figure 2B; “HFA event” marked by arrow in Figure 2C) 132 

occurring near the trough of the 2.5 Hz oscillation (see also Figure 2D).  Notably, 133 

PAC was visible in the raw trace (Figure 2C), the modulatory signal showed 134 

rhythmicity (Figure 2D), and there was a clear peak in the power spectrum of 135 

both the raw signal and the modulatory signal (Figure 2E, see Figure 2-figure 136 

supplement 1 for more examples).   137 

 Next, we investigated the prevalence of PAC and HFA on each electrode.  138 

We found robust evidence for PAC, with at least 20% of electrodes in each 139 

patient showing significant PAC (n=72/167 “PAC+” electrodes, see Methods for 140 
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statistical assessment and inclusion criteria).  On PAC+ electrodes, HFA was 141 

broadly distributed across trials and time points. Calculating the proportion of 142 

trials showing a period of significantly increased HFA (95th percentile, see 143 

methods for “HFA windows”) on each PAC+ electrode and category, we found 144 

that HFA occurred throughout the period of stimulus presentation but increased 145 

~150 ms after stimulus onset (Figure 2F).  66% of trials had at least one HFA 146 

window and this prevalence did not vary by category (Figure 2-figure supplement 147 

2; one-way ANOVA, F(3,284) = .6, p>.61).  These findings converge with prior 148 

studies demonstrating increased neural firing and HFA during stimulus 149 

presentation and demonstrate pronounced PAC in our paradigm (Canolty et al., 150 

2006; Mormann et al., 2008; Axmacher et al., 2010; Cichy et al., 2014; Rey et al.; 151 

2014). 152 

 We then determined the frequencies and phases at which PAC is maximal 153 

on each PAC+ electrode.  Slow-modulating (“Fphase”) frequencies were 154 

significantly clustered in the delta band (.5-4 Hz; Figure 2G) and HFA modulated 155 

frequencies (“Famp”) were significantly clustered around slow (~32 Hz) and fast 156 

(~110 Hz) gamma frequencies (Figure 2H, chi-square goodness of fit test across 157 

gamma frequencies, p<.004, 2(22)=43.6, Cohen’s d=.77).  Furthermore, we 158 

found that HFA was typically maximal near the trough of the oscillation (i.e., at 159 

180°; Figure 2I; p<.05, Rayleigh test; see Figure 2-figure supplement 1 for 160 

additional examples and modulation at other phases). 161 
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 We next tested if PAC occurs for all four categories, which would be 162 

necessary if PAC was related to the representation of categorical information.  To 163 

this end, we tested each category separately for phase clustering of HFA events 164 

at the electrode-specific peak modulatory frequency (“FMAX”).  This analysis 165 

revealed significant clustering for all four categories on 87% (63/72) of PAC+ 166 

electrodes (Rayleigh test p<.00004, Bonferroni-corrected p<.01 for PAC+ 167 

electrodes and categories).  Phase clustering was observed in each patient and 168 

did not vary across categories at FMAX (one-way ANOVA on resultant vector 169 

lengths, F(3,284) = .14, p>.93).  In sum, we found evidence for widespread PAC 170 

in each patient at several frequencies and phases of the LFO, similar to single 171 

neuron and field potential studies in monkeys (Siegel et al., 2009; Kayser et al., 172 

2009) and humans (Canolty et al., 2006; Jacobs et al., 2007; Axmacher et al., 173 

2010; Maris et al., 2011; Jacobs et al., 2012; van der Meij et al., 2012; Voytek et 174 

al., 2015). 175 

 176 

HFA occurs at different phases for different categories 177 

 Testing the phase-coding hypothesis, we asked if high frequency activity 178 

occurred during category-specific phases of the modulatory LFO.  Figure 3A 179 

shows two traces from an example electrode which are color-coded by the 180 

instantaneous phase at Fmax.  HFA windows (boxes color coded by 1 Hz phase) 181 

occurred during different modulatory phases depending on stimulus category.  182 

On this electrode, phases extracted during HFA windows were clustered for each 183 
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category to different phases, resulting in category-specific phase-clustering 184 

(Figure 3B). Similar findings were observed in other patients (Figure 3C), and 185 

appeared distinct from representations using power or phase (Figure 3 -figure 186 

supplements 1 and 2).   187 

 These findings imply that representations might occur by the category-188 

specific phase at which HFA events occur.  In order to further quantify this effect, 189 

we developed a simple metric, the difference score (“DS”), which allowed us to 190 

identify the distinctiveness of each category's phase distribution during HFA 191 

windows.  We applied this metric to the subset of 63 PAC+ electrodes showing 192 

significant phase-clustered HFA for each category.  This was necessary in order 193 

to exclude spurious phase differences between categories occurring in the 194 

absence of phase clustering.  Across all patients, 78% (49/63) of PAC+ 195 

electrodes showed a unique phase-clustering profile for one category compared 196 

with each other category (e.g. Figure 1B; DS = 3 for at least one category, p<10-197 

9, Watson Williams test, Bonferroni corrected across comparisons).  This pattern 198 

was consistent both within and across patients, with at least 15% of electrodes in 199 

each patient showing these effects (Figure 3D).   200 

 We next calculated the average phase difference between categories, 201 

expecting this measure to increase with increasing DS.  Indeed, categories with 202 

larger difference scores exhibited larger phase differences with other categories 203 

such that maximally distinct representations were 35 degrees phase offset from 204 

all other categories (Figure 3E).    205 
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 As described above, PAC was most likely to occur at the oscillatory trough 206 

(Figure 2I and Figure 2-figure supplement 1).  Nonetheless, on individual 207 

electrodes or for individual categories, HFA could occur at different phases.  In 208 

fact, across electrodes, phase-coding was equally likely to occur at all phases 209 

and for all categories; phase-coded categories were not clustered at particular 210 

phases at any level of DS (Rayleigh test, all p>.19; Figure 3F) and phase-coding 211 

was equally likely for each category ( 2(3)=1.6, p=.64).  Thus, a large proportion 212 

of PAC+ electrodes also show category-specific phase clustering of HFA events 213 

to different phases (Video 2), suggesting that PAC is related to phase-coding 214 

(Figure 1B, middle).   215 

 216 

Decoding category identity from HFA event phases 217 

 To link these findings more directly to neural coding, we used pattern 218 

classification to determine if the phase at which HFA events occur is sufficient to 219 

recover categorical information (see Methods).  As expected from the analysis 220 

using DS, 42 (25% of all) electrodes showed significant decoding accuracy 221 

(using LFO phases during HFA windows as features) compared to category label 222 

shuffled surrogates and this proportion was significantly higher than would be 223 

expected by chance (p<10-10, binomial test, chance level: 8.3 electrodes, 224 

Cohen’s d = .6).  Next, we assessed whether phase-coding of categorical 225 

information indeed depended on HFA, as would be expected if PAC supports 226 

phase-coding.  We compared decoding accuracy during HFA events to decoding 227 
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accuracy during randomly selected surrogate events.  Nineteen (11%) electrodes 228 

showed significantly higher decoding accuracy during HFA events as compared 229 

to random event surrogates, and this proportion was significantly higher than 230 

would be expected by chance (p<.0003, binomial test, chance = 8.3 electrodes, 231 

Cohen’s d = .22).  Moreover, 17 (10%) electrodes showed significant 232 

enhancements of decoding accuracy during HFA events relative to both label and 233 

event shuffled surrogates, with at least two electrodes in each patient showing 234 

this pattern.  This proportion of electrodes far exceeded that expected by chance 235 

(p<10-10, binomial test, chance = .41 electrodes, Cohen’s d = .46).  These 236 

findings compliment the above results using DS and indicate that the phase at 237 

which HFA events occur carries sufficient information to decode image category, 238 

suggesting such information may be a relevant component of the neural code.    239 

 We performed several control analyses to rule out alternative 240 

explanations.  First, if slow oscillatory phase relates to category-specific 241 

representations, we expect phase-locking across trials to different categories.  242 

We observed significant phase locking on many electrodes to specific categories 243 

(Figure 3-figure supplement 3, Rayleigh test, p<.000001), similar to previous 244 

studies which have identified phase-locked activity (e.g., Fell et al., 2008).  245 

Second, we excluded the possibility that our PAC+ or phase-clustering inclusion 246 

criteria biased our findings by computing a composite measure of phase 247 

representation on each electrode (see Supplement Results).  This analysis again 248 

revealed that phase coding is largest on PAC+ electrodes and is enhanced 249 
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during HFA windows.  Third, for comparison with prior PAC methods, we 250 

recomputed PAC using the Modulation Index (Tort et al., 2009) in different low-251 

frequency bands, again finding PAC that was most prevalent in the delta band 252 

(Figure 2-figure supplement 3). 253 

Lastly, several models predict that neural processes forming 254 

representations will show frequency-specificity (Siegel et al., 2012; Watrous et 255 

al., 2014; Womelsdorf et al., 2014).  We therefore recalculated phase-clustering 256 

and DS at the minimum modulatory frequency (FMIN; see Methods and Figure 4 -257 

figure supplement 1 for individual subject values) using the same criteria detailed 258 

above.  As one would expect, on PAC+ electrodes, phase clustering was larger at 259 

FMAX compared to at FMIN, both on individual electrodes (Figure 4A-B) and at the 260 

group level (Figure 4C; paired t-test on resultant vector lengths, t(287)=8, p<10-261 

10, Cohen’s d=.32).  Moreover, only 20% (15/72) of PAC+ electrodes showed 262 

significant phase-clustering at FMIN for all 4 categories and only 1 electrode 263 

showed category-selective phase-clustering of HFA events.  Given that the phase 264 

of slower frequencies varies less over time and that we primarily identified Fmax at 265 

slow frequencies, this result might be biased towards finding enhanced phase 266 

clustering at Fmax.  We therefore recalculated phase clustering across the full 267 

range of frequencies (1-12 Hz, .1 Hz steps).  Again, we found enhanced phase-268 

clustering around .5 and 1 Hz (Figure 4-figure supplement 2), but not at adjacent 269 

frequencies as would be expected from this alternative account.  Taken together, 270 
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these results support the conclusion that HFA at distinct phases and frequencies 271 

reflect representations for different categories. 272 

 273 

Discussion 274 

 We tested the hypothesis that PAC reflects a phase-coding mechanism, 275 

measuring both PAC and categorical phase representation in intracranial 276 

recordings from six patients who viewed pictures from different categories.  Our 277 

analyses show that on a large subset of electrodes showing PAC, the frequency-278 

specific phase at which HFA occurs varies with categorical information.  279 

Therefore, to the extent that HFA reflects increases in local neuronal activity 280 

(Crone et al., 1998; Miller et al., 2014), our results suggest that neural 281 

representations for categories might occur by the phase at which neurons fire.  282 

These findings thus provide a novel link between PAC and phase-coded neural 283 

representations in humans.   284 

 Critically, although PAC and phase-coded representations share some 285 

attributes, such as phase-clustering of activity, they are not necessarily identical 286 

processes.  High frequency activity could occur at particular phases of low 287 

frequency oscillations, as reflected by PAC, but these phases may not vary with 288 

stimulus category (Figure 1B, left).  In other words, there could be PAC without 289 

phase coding.  This is in fact the null hypothesis we have tested and would 290 

manifest as PAC with difference scores of zero.  On the other hand, categorical 291 

information may be represented by specific low-frequency phases independent of 292 
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HFA, leading to DS without phase-clustering across HFA events (PAC; Figure 1B, 293 

right).  We did not find a complete overlap between PAC+ and phase-coding 294 

electrodes, indicating that each can occur in isolation, but instead found a 295 

compromise between these extremes (Figure 1B, middle). These results suggest 296 

that PAC in many cases reflects phase coding because of the significant overlap 297 

between the two phenomena (Video 2). 298 

 Phase-coding, in the form of phase-modulated neuronal firing, has been 299 

identified in rodents, monkeys, and humans (O'Keefe & Recce 1993; Skaggs et 300 

al., 1996; Kayser et al., 2009; Jacobs et al., 2007; Rutishauser et al., 2011).  301 

Although the mechanisms which guide such a neuronal phase preference remain 302 

poorly understood, previous studies have found enhanced PAC during learning 303 

and memory tasks (Axmacher et al., 2010; Tort et al., 2008; Lega et al., 2014; 304 

Kendrick et al., 2011; Friese et al., 2013).  Our findings provide a potentially 305 

unifying account of these observations, suggesting that PAC may be promoting 306 

the formation of phase-coded neural assemblies (Watrous & Ekstrom, 2014; 307 

Watrous et al., 2015; Canolty & Knight 2010).  Follow-up studies will need to test 308 

this account of PAC as it relates to other putative roles for PAC (Canolty & 309 

Knight, 2010; Voytek et al., 2015).  310 

 While epilepsy is marked by increased synchronized neuronal activity 311 

which could potentially manifest as HFA or PAC, we believe several factors weigh 312 

against this interpretation.  First, we only analyzed electrodes overlying putatively 313 

healthy tissue, typically from the hemisphere contralateral to the epileptic focus, 314 
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as assessed by our clinical team.  Electrodes showing epileptic spiking were 315 

systematically removed from our analysis and all analyzed trials were visually 316 

inspected for artifacts related to epilepsy.  Next, the PAC metric allows for 317 

assessment of the modulatory signal.  Visual inspection of these signals did not 318 

reveal a similarity to epileptic spikes (Figure 2-figure supplement 1).  Finally, it 319 

seems unlikely that epileptic activity at different phases would systematically 320 

differ by category.  Similar reasoning excludes saccade-related artifacts (Yuval-321 

Greenberg et al., 2008; Kovatch et al., 2011) as a parsimonious account of our 322 

results. We therefore conclude that similar findings would translate into healthy 323 

human populations.   324 

 Another caveat is that our results provide evidence for categorical phase-325 

coding based on a restricted image set.  This was necessary in the present study 326 

to maximize the chances of identifying category-selective responses while still 327 

ensuring that these responses were generalizable across a few exemplars.  328 

Follow-up studies should test the generalizability of these findings using more 329 

exemplars within a category and using other categories. 330 

 PAC has typically been investigated using pre-defined low and high-331 

frequency filters which may optimize statistical power for detecting PAC but do 332 

not adequately deal with the time-resolved nature of cognition (Aru et al., 2015).  333 

Here, we leveraged a recent method which can identify PAC and subsequently 334 

test mechanistically interesting questions related to the modulation of HFA, such 335 

as its temporal profile and its dependence on phase, frequency, and behavioral 336 
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requirements.  Notably, this method may conservatively estimate PAC because it 337 

is based on transient increases in HFA, which do not necessarily occur in all 338 

cases of PAC.  Our findings demonstrate that PAC and large HFA events can be 339 

identified and subsequently linked to categorically distinct representations.  340 

These results thus extend previous research which has decoded neural 341 

representations using either low or high frequency activity (Jacobs & Kahana, 342 

2009; van Gerven et al., 2013; Schyns et al., 2011) and may provide new 343 

avenues for decoding the human representational system.      344 

 Intriguingly, phase-coding of categorical information extended beyond 345 

brain areas associated with higher-order vision.  Thus, our findings of category-346 

specificity do not appear to exclusively relate to perception but may also involve 347 

other more complex, and idiosyncratic, associations to these stimuli.  Our 348 

findings are nonetheless in line with prior work (Zhang et al., 2014; Majima et al., 349 

2014; Yaffe et al., 2014) which has found spatially-distributed content-specific 350 

representations.  351 

 We identified frequency-specific phase representations in humans, 352 

consistent with a growing body of evidence implicating the relevance of 353 

frequency-specific oscillatory activity to human cognition (Fontolan et. al., 2014; 354 

Watrous et al., 2013; Freudenberg et al., 2014; Daitch et al., 2013).  These 355 

findings are therefore consistent with models implicating frequency-specific 356 

oscillations as central to higher-order cognition (Siegel et al., 2012; Watrous & 357 

Ekstrom, 2014; Watrous et al., 2015).  It has recently been shown that the 358 
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frequency of LFOs contributes to several neuronal properties such that relatively 359 

slower LFOs lead to decreased firing threshold and increased spike timing 360 

variability (Cohen et al., 2014).  It is not immediately clear how this relates to our 361 

finding that PAC predominantly occurs with modulating frequencies in the delta 362 

band, particularly around 1 Hz.  It is possible that our findings reflect the 363 

activation of assemblies during “up” states which show a similar frequency profile 364 

(Destexhe et al., 2007) or that the applied method of identifying peaks in the 365 

spectrum biased our findings to find PAC at lower frequencies.    366 

 A third possibility, more likely in our view based on our results indicating 367 

multiple modulating frequencies per electrode (Figure 2G), is that the timing of 368 

our task (1 image per second with a jittered inter-stimulus interval) partially 369 

entrained slow oscillations forming an oscillatory hierarchy (Lakatos et al., 2005).  370 

Similarly, our results showing PAC at a variety of phases and frequencies (Maris 371 

et al., 2011; van der Meij et al., 2012), particularly near 32 Hz, might reflect a 372 

form of “nested coupling” (Kopell et al., 2010) distinct from “broadband” high 373 

gamma, which has been suggested to reflect population spiking (Manning et al., 374 

2009; Miller et al., 2014).  Future research may clarify this issue by comparing 375 

single neuron activity and HFA modulation during different perceptual tasks and 376 

by investigating their relation to hierarchical cross-frequency coupling.   377 

   To summarize, by identifying electrodes exhibiting both PAC and phase-378 

coded neural representations for categories, our results employing direct brain 379 
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recordings explicitly link phase-coupled neural activity to phase coding in 380 

humans.   381 

 382 

Methods 383 

Epilepsy patients 384 

 Six right handed patients with pharmacoresistant epilepsy (mean age 31.8 385 

years; 3 female) participated in the study. All patients were stereotactically 386 

implanted for diagnostic purposes. Medial temporal depth electrodes (AD-Tech, 387 

Racine, WI, USA) with 10 cylindrical platinum-iridium contacts (diameter: 1.3 388 

mm) were implanted in 1 patient, and 5 patients were implanted with subdural 389 

grid and strip electrodes with stainless-steel contacts (diameter: 4 mm) at 390 

temporal, frontal, and parietal sites (Video 1).  Recordings were performed using 391 

a Stellate recording system (Stellate GmbH, Munich, Germany) at the 392 

Department of Epileptology, University of Bonn, Germany. The study was 393 

conducted according to the latest version of the Declaration of Helsinki and 394 

approved by the ethical committee of the medical faculty at the University of 395 

Bonn (approval identifier 280/08). All patients provided written informed consent 396 

to participate in the study and for the results to be published in a pseudonymized 397 

manner.  398 

 399 

Experimental design 400 
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 Patients performed an object-location association task, though here we 401 

focus on neural representations for categories independent of memory encoding 402 

per se.  Patients viewed greyscale images taken from four different categories 403 

(houses, tools, scenes, and faces) and each category had four unique stimuli, 404 

resulting in a stimulus set of 16 unique images.  Example images from each 405 

category are shown in Figure 1A.  Each image was presented 30 times in pseudo 406 

random order (total of 480 trials) and was followed by a white square in a fixed 407 

location.  Patients were instructed to form object-location associations and to rate 408 

if they liked or disliked each image, thus ensuring that they were attending to 409 

each image presentation.  Images were presented on a laptop placed in front of 410 

the patient.  Each image was presented for 1 second, followed by the white 411 

square presented for 1 second, and finally a jittered inter-stimulus interval 412 

ranging from 1800-2200 milliseconds.  A fixation cross was presented between 413 

images.   414 

 415 

Recording and analyses 416 

 Intracranial EEG recordings (sampled at 1000 Hz) were referenced to 417 

linked mastoids and band-pass filtered (0.01 Hz [6 dB/octave] to 300 Hz [12 418 

dB/octave]).  Recordings from the hemisphere contralateral to the epileptogenic 419 

focus were analyzed.  To boost our electrode sampling, an additional 32 420 

electrodes from an ipsilateral left lateral temporal grid were included from patient 421 

5 based on the physicians’ report, which indicated a left hippocampal focus and 422 
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no evidence of neocortical lesion based on an MRI.  Signals from this grid were 423 

carefully visually inspected for artifacts and did not show increased artifacts 424 

associated with epilepsy.  Qualitatively similar results were observed when 425 

excluding these electrodes from the analysis, with the proportions of electrodes 426 

showing any reported effect changing by no more than 3%.    427 

 Electrode locations were determined by post-implantation magnetic 428 

resonance imaging (MRI) such that electrodes were mapped by co-registering 429 

pre- and post-implantation MRIs, normalizing the pre-implantation MRI and 430 

applying the normalization matrix to the post-implantation MRI.  The anatomical 431 

locations of contacts were then identified by comparison with standardized 432 

anatomical atlases and using custom software (published at 433 

http://pylocator.thorstenkranz.de/).  In total, 167 implanted electrode contacts 434 

were analyzed across all patients (Video 1). 435 

Raw EEG signals were extracted from 750ms before to 1500ms after 436 

image onset. EEG trials were visually inspected for artifacts (e.g., epileptiform 437 

spikes), and trials with artifacts were excluded from further analysis (15% of all 438 

trials on average).  Trial epochs were then concatenated for subsequent analysis 439 

described below.  We analyzed an average of 103 trials per category and subject 440 

and there were no differences in total number of trials analyzed across 441 

categories (F(3,20)=.38, p=.76).   442 

 443 

Oscillatory triggered coupling (OTC) analysis 444 
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 Phase-amplitude coupling was detected using the methods described by 445 

Dvorak and Fenton (2014).  This method is conceptually similar to an event-446 

locked analysis around periods of enhanced HFA.   All analyses were conducted 447 

using standard routines in EEGLab (Delorme & Makeig, 2004) and Matlab based 448 

on previously published algorithms (Rizzuto et al., 2006; Berens et al., 2009; Tort 449 

et al., 2009; Dvorak and Fenton, 2014).  In brief, the power and phase of the 450 

signal on each electrode was computed in the low frequency (Fphase, .5-12 Hz, .5 451 

Hz steps) and gamma (Famp, center frequencies at 32-120 Hz, 4 Hz steps) bands 452 

using Morlet wavelet convolution with 7 cycles.  At each center HFA frequency, 453 

the time course of power values was z-scored and time periods exceeding the 454 

95th percentile of these values were identified (we refer to these as “HFA 455 

windows”, red shaded area in Figure 2C).  The time point of the largest power 456 

value within each window was identified and taken as the time-locking “HFA 457 

event” for OTC analyses (arrow, Figure 2C).  Two-second segments (1 second 458 

before to 1 second after each HFA event) of the raw signal were extracted 459 

around these timestamps and raw signal segments were summed at each time 460 

point across segments, resulting in the modulatory signal at each center HFA 461 

frequency.   462 

 The strength of modulation was determined based on the peak to trough 463 

height of the modulatory signal.  Surrogate modulatory signals (n=100) were 464 

constructed at each modulated frequency based on choosing an equal number of 465 

pseudo-HFA events at random timestamps and repeating the above procedure.  466 
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Surrogate modulation strengths were extracted and used to z-score the observed 467 

modulation strength.  PAC+ electrodes were identified as electrodes 1) with a 468 

modulation strength z-score>4.35 for at least one gamma frequency and 2) with 469 

a clear peak in the power spectrum of the raw signal at Fphase (Aru et al., 2015). 470 

This z-score threshold was calculated by identifying the z value equivalent to a 471 

Bonferroni corrected (across 23 gamma frequencies and 167 electrodes) alpha 472 

threshold of p<.05 and corresponded to p<.00005.  Peaks were identified by 473 

normalizing the power spectrum of both the raw and modulatory signal to their 474 

respective maxima and ensuring that both normalized signals were maximal (i.e. 475 

1) at the same frequency.   476 

 We identified the peak HFA modulation frequency as the frequency with 477 

the largest z-score and extracted the modulatory signal (see Figure 2B).  The 478 

phase and frequency content of the modulatory signal was determined using a 479 

Hilbert transform and fast Fourier transform, respectively.  The modulatory signal 480 

was mean-centered prior to FFT in order to remove DC components.  The 481 

maximum (“FMAX”) and minimum (“FMIN”) of this FFT output indicate the strongest 482 

and weakest slow-modulating frequencies in the .5-12 Hz band, respectively.     483 

 484 

Difference score (DS) and phase clustering calculation 485 

 Phase comparisons were conducted using a Watson Williams test 486 

following Rizzuto (2006) and using code taken from these eegtoolbox available at 487 

(http://memory.psych.upenn.edu/Software). Statistical testing was performed 488 
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between the phases extracted during HFA windows for all pairs of conditions (4 489 

categories; 6 total category pairs).  Difference scores were computed for each 490 

category as the total number of significant differences (p<.001) between the 491 

phase distribution for one category and the remaining categories and thus 492 

ranged from 0 (no difference to any other category) to 3 (significant difference to 493 

all other categories).  Phase clustering scores were defined as the resultant 494 

vector length for each category's phase distribution.   495 

 496 

Pattern classification analysis 497 

 We used a pattern classification approach for comparison with our 498 

difference score metric, classifying image category based on the phase at which 499 

HFA events occur.  To this end, we trained support vector machines (SVM) using 500 

a linear kernel and five-fold cross-validation.  Phase values at Fmax were 501 

extracted at moments in time when HFA events occurred during image 502 

presentation and were used as input features for the classifier.  Similar to 503 

previous approaches (Lopour et. al., 2013; Maijima et. al., 2014), the sine and 504 

cosine of the phase values were used as input features for phase.  Classifiers 505 

were run separately on each electrode and the classifier output was a prediction 506 

of the category label for each HFA event.  Classification accuracy was defined as 507 

the average proportion of correctly classified HFA events across folds.    508 

 Chance classification performance varies across electrodes because we 509 

classified the category label associated with each HFA event and the number of 510 
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HFA events per category varied across electrodes.  We thus opted to report 511 

significance based on permutation testing which accounts for the varying chance 512 

level across electrodes and assessed the significance of classification using two 513 

separate analyses which both utilized permutation testing.  First, we randomized 514 

the category labels associated with HFA events and assessed classification 515 

accuracy.  Second, we used random time points (also corresponding to random 516 

phases) as surrogate HFA events and assessed classification accuracy.  Each 517 

type of permutation test was performed 50 times, resulting in a distribution of 518 

pseudo classification accuracy values for each test.  Observed classification 519 

accuracies at or above the 95th percentile of each of these distribution were 520 

deemed significant.  Thus, we fixed the type 1 error rate for each test at 5 521 

percent and, assuming independence between tests, we would therefore expect 522 

.0025*167 = 0.42 electrodes to show significance by chance for both permutation 523 

tests.   524 

 525 

 526 

 527 

 528 

 529 

 530 

 531 

 532 
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Figure Captions 823 

Figure 1 824 
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A)  Task structure and timing.  Exemplar images are shown from each category.  826 

Each image was presented in pseudo-random order for one second with a 827 

jittered inter-stimulus interval.   828 

B)  Theoretical model of phase amplitude coupling (PAC) and phase coding, 829 

showing how each phenomenon could occur in isolation (left, right) or together 830 

(middle).  Numbers above distributions indicate difference scores, the total 831 

number of categories one category differs from.  HFA may occur at specific 832 

phases but not differ between categories, leading to PAC without phase coding 833 

(left).  Alternatively, HFA may be phase clustered across categories but still occur 834 

at different phases for some categories, leading to both PAC and phase coding 835 

(middle).  In a third scenario (right), category-specific phase clustering could 836 

occur without any phase-clustering of HFA across categories, leading to phase 837 

coding without PAC.   838 

 839 

Figure 1-figure supplement 1   840 

Schematic showing the calculation of OTC and DS 841 

 842 

 843 

 844 

 845 

Figure 2   846 

Phase amplitude coupling analysis 847 
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A-E) Example of PAC using the Oscillatory Triggered Coupling (OTC) method 848 

described by Dvorak and Fenton (2014). Data are from one electrode located in 849 

the left basal temporal lobe of patient #3. A) Oscillatory-triggered comodulogram 850 

shows phase coupling above 50Hz, evident as red and blue vertical striped 851 

regions.  Time zero corresponds to the HFA event.  B)  Z-scored modulation 852 

strength as a function of frequency relative to 100 surrogate shuffles at pseudo-853 

HFA events (i.e., random time points).  C)  Modulation of gamma amplitude 854 

(green) by the phase of a 2.5 Hz oscillation (blue) on an example trial.  Time zero 855 

indicates image onset.  Red shaded area and arrowhead indicate an HFA 856 

window and HFA event, respectively.  Extracting the peak modulatory signal from 857 

B (84 Hz) reveals the phase (D, HFA events occur at the trough at time 0), 858 

strength (D, peak-to-trough height) and frequency (E; green) of the modulation.  859 

The red trace in (E) shows the average normalized power of the entire recording.  860 

F) Group level analysis of HFA event timing. HFA events occurred throughout the 861 

stimulus presentation period but increased ~150ms after stimulus onset.  862 

Magenta trace shows percentage of gamma events as a function of time, 863 

averaged across electrodes and categories.  The timing of HFA events did not 864 

systematically differ by category (Figure 2-figure supplement 2).  G)  Group level 865 

FFT data, defined at the peak of the modulation strength curve for each PAC+ 866 

electrode.  Most PAC occurred around 1 Hz.  Black bars are relative counts of 867 

electrodes with a peak at each frequency. H)  Distribution of modulated 868 

frequencies across electrodes.  Electrodes were primarily modulated in the low 869 
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and high gamma bands.  I)  Preferred phases for modulation, clustered around 870 

the trough of the signal (180 degrees). 871 

 872 

Figure 2-figure supplement 1  873 

Additional examples of PAC from each patient, demonstrating frequency and 874 

phase-diversity of PAC.  Each panel separated by black grid lines comes from a 875 

different patient. In each panel, the oscillatory triggered comodulogram (OTCG) 876 

shows the phase coupling profile across frequencies and the modulation strength 877 

is shown relative to 100 surrogates at each frequency.  The peak modulation 878 

frequency is indicated by a red dot and the modulatory signal and its frequency 879 

content are plotted on the right of the panel, along with the power for the entire 880 

recording.  Below, the raw trace and filtered trace (at the peak modulated 881 

frequency) are plotted for an example trial.  The phase at which HFA windows 882 

occur are overlaid on the raw trace using the circular color scheme on the right.  883 

Circular histograms show phase angles during all HFA windows for the category 884 

depicted in the raw trace.   885 

 886 

Figure 2-figure supplement 2  887 

HFA time course for each category.  Percentage of trials with an HFA event, 888 

averaged over all PAC+ electrodes and plotted separately for each category.   889 

 890 

Figure 2-figure supplement 3 891 
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Comparison of PAC results using the OTC and Modulation Index.  A)  Mean HFA 892 

(50-200 Hz) power as a function of delta phase for the example electrode shown 893 

in Figure 2A-E.  Modulation Index (MI) values (Tort et al., 2009) and PAC z-894 

scores (relative to 500 surrogates) are shown.  Surrogates were generated by 895 

randomly “cutting” the phase series once and swapping the order of the second 896 

and first halves of the phase series (Aru et al., 2015) prior to calculating MI.  HFA 897 

was largest near the trough of delta oscillations.  B)  Another example of delta 898 

band PAC coupling, taken from the frontal lobe of patient #5.  C)  Mapping of 899 

significant electrodes (PAC z-score > 1.65) using the MI (left) with different low-900 

frequency coupling bands.  D)  Count of significant electrodes using the MI are 901 

plotted using different low-frequency coupling bands (green).   E)  Rose plot 902 

showing the phase at which peak HFA activity occurs relative to the delta band 903 

oscillation for each significant electrode using MI.  Most electrodes showed HFA 904 

coupled to the oscillatory trough (compare to Figure 2I).   905 

 906 

Figure 3 HFA occurs at category-specific low-frequency phases 907 

A)  Two example trials from patient #6 demonstrating that HFA windows occur at 908 

different phases for different categories.  The signal is color-coded by the phase 909 

of 1 Hz oscillation only during the stimulus period.  Times prior to stimulus period 910 

are shown in order to visualize the 1 Hz modulatory signal.  HFA windows are 911 

indicated by the boxes, color-coded by the 1 Hz phase at which they occur.  B)  912 

Summary circular histograms and resultant vectors for this electrode.  913 
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Categorical phase-clustering to different phases was prominent at Fmax, allowing 914 

for the decoding of categorical information based on the phase at which HFA 915 

events occur.  Difference scores are plotted for each category in the lower panel.  916 

C) Another example, from a different patient (#4), showing phase-clustered HFA 917 

windows for different categories (upper) along with difference scores (lower).  D)  918 

Proportion of electrodes in each patient showing category specific phase-919 

clustered HFA.  E)  Average absolute phase difference across categories and 920 

electrodes for increasingly distinct phase representations.  F)  Circular 921 

distribution of phases for each level of DS, pooled over electrodes and 922 

categories.  Phase coded representations were equally likely to occur at each 923 

phase. 924 

 925 

Figure 3-figure supplement 1   926 

Decoding categorical information using delta power, phase, or HFA power on 927 

example electrode shown in Figure 3A-B.  Left)  Time-resolved and trial-928 

averaged values for delta power (upper), phase (middle), or HFA (50-200 Hz) 929 

power (lower).  Shaded areas show standard error of the mean.  Time-resolved 930 

difference scores for each neural measure are plotted below each panel and are 931 

conceptually similar to DS values reported in Figure 3 and Figure 1-figure 932 

supplement 1, with the following exceptions.  Power values were compared 933 

between conditions using a two-sample t-test and significant differences between 934 

conditions were assessed for all neural measures using trial-label permutation 935 
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testing (n=1000 shuffles, p<.05).  Right) HFA windows, color coded by 1 Hz 936 

phase, for each category.  Note that although some categorical information can 937 

be recovered when considering delta power, phase, or HFA power, these effects 938 

do not correspond to HFA time windows and more categorical information exists 939 

in the phase at which HFA windows occur (i.e. PAC, Figure 3B lower). 940 

 941 

Figure 3-figure supplement 2   942 

Decoding categorical information using delta power, phase, or HFA power on 943 

example electrode shown in Figure 3C. See caption for Figure 3-figure 944 

supplement 1 for description of Figure layout. 945 

 946 

 947 

Figure 3-figure supplement 3  948 

Category-specific phase locking analysis.  A)  Proportion of 167 electrodes 949 

showing significant phase-clustering (Rayleigh test, p<.000001) exclusively for 950 

houses as a function of time and frequency. B-D)  Similar plots for the other 951 

categories. 952 

 953 

 954 

 955 

Figure 4 HFA clusters to specific phases and frequencies for different 956 

categories 957 
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A)  Example electrode showing phase clustering at the maximum modulatory 958 

signal (Fmax; frequency with maximum power in the FFT, see Figure 2E) but not at 959 

the minimum modulatory signal (Fmin; frequency with minimum power in the FFT).  960 

HFA events are marked in color as the phase of the oscillation at the respective 961 

frequencies.  C)  At the group level, phase clustering was more prominent at the 962 

maximum frequency (Fmax; maroon) compared to the minimum frequency (Fmin; 963 

black) across categories and PAC+ electrodes. 964 

 965 
Figure 4-figure supplement 1  966 

Fmax and Fmin values by subject.  Average Fmax and Fmin values for PAC+ 967 

electrodes in individual subjects.  Black dots show values for individual 968 

electrodes and have been slightly jittered vertically in order to show all points; 969 

true values range from .5-12 Hz in .5 Hz increments.   970 

 971 

 972 

Figure 4-figure supplement 2  Phase-locking analysis across all frequencies 973 

from .1-12 Hz 974 

Phase-locked activity as a function of frequency and electrode.  Values are 975 

expressed as percentage of maximal phase clustering.  We calculated the 976 

resultant vector length for each category, summed these values across 977 

categories, and divided by the maximum value of 4.  If our analysis was biased 978 

towards observing effects at slow frequencies, we would expect a smooth 979 

gradient of large phase clustering values at low frequencies, trailing off to smaller 980 
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values at higher frequencies.  Instead, there are clear peaks in phase clustering 981 

around .5 and 1 Hz and not at adjacent frequencies, particularly at frequencies 982 

lower than .5 Hz.   983 

 984 

 985 

 986 

 987 

 988 

 989 

 990 

 991 

 992 
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 994 
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 996 

 997 

 998 

 999 

 1000 

Supplement Information 1001 

Methods:  Control analyses and phase representation scoring 1002 
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 Conducting an alternative analysis, we aimed to determine if phase coding 1003 

was more prominent during HFA windows.  To this end, we created a composite 1004 

measure of phase representation on each electrode.  Direct comparison of the 1005 

observed DS value to a surrogate distribution is problematic because DS 1006 

assumes values between 0-3.  Therefore, in the case of an observed DS of 3, it 1007 

is impossible to identify any surrogates larger than our observation.  We thus 1008 

created a composite and continuous measure of phase representation (PR) by 1009 

multiplying DS and phase clustering values on each category-electrode pair.   1010 

Permutation tests were then performed by shuffling the temporal position of HFA 1011 

windows.  This method is similar to a method used previously (Axmacher et al, 1012 

2008).  Specifically, we randomly reordered the positions of HFA and non-HFA 1013 

windows and then recalculated DS, phase-clustering, and PR values for each 1014 

category.  Notably, this method maintains the distribution of HFA and non-HFA 1015 

window durations while shuffling these windows relative to the phase series.  1016 

Surrogate PR values were calculated 200 times per electrode and the observed 1017 

PR value was compared against the 95th percentile of this surrogate distribution.  1018 

PR values were also extracted during non-HFA windows as a second control 1019 

condition.  1020 

 1021 

 1022 

Supplement Results 1023 
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 We computed a composite measure of phase representation (PR) by 1024 

weighting each category's DS by its phase-clustering value.  This measure 1025 

combines two intuitive features of phase-coding, namely that information is 1026 

represented at different phases and that activity is concentrated at these phases 1027 

(captured by DS and phase-clustering values, respectively).  Testing the 1028 

specificity of HFA windows for phase coding, we found that 56% (94/167) of 1029 

electrodes showed PR that was larger during HFA windows compared to both 1030 

time-shifted surrogates and non-HFA windows for at least one category.  1031 

Moreover, PR values were significantly larger on PAC+ electrodes compared to 1032 

electrodes without significant PAC (two-sample t-test, p<.000005).  Thus, we find 1033 

that phase coding is largest on PAC+ electrodes and is enhanced during HFA 1034 

windows.  1035 

 We calculated the Modulation index (MI: Tort et al, 2009) by binning HFA 1036 

(51-200 Hz) amplitude according to phase in either the delta (.5-4 Hz), theta (4-8 1037 

Hz), alpha (8-13 Hz) or the entire low frequency (.5-12 Hz) bands.  Following 1038 

surrogate control analyses, in which we randomly shuffled gamma values 500 1039 

times prior to calculating MI, we observed significant PAC in each band relative to 1040 

shuffled gamma MI values.   Consistent with our primary results, PAC was most 1041 

prominent in the delta band using these methods.  Furthermore, the magnitude of 1042 

gamma band activity was maximal at a similar phase of delta oscillations (180°, 1043 

oscillatory trough) as when assessed using the OTC method.  Based on the MI 1044 
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based metric, we found that 102/167 electrodes exhibited significant PAC with 1045 

delta band phase.  These results are shown in Figure 2-figure supplement 3. 1046 

 1047 

Video Captions 1048 

Video 1.  Electrode locations for each patient, rendered onto a glass brain of the 1049 

average MNI template.  Each point represents an electrode, and each color 1050 

represents a different patient.  Electrodes were primarily located in the temporal 1051 

lobe.   1052 

 1053 

Video 2. Significant electrodes rendered onto a glass brain.  Each point 1054 

represents an electrode, and each color represents different effects.  Black 1055 

electrodes (n=95) did not show significant PAC.  Green electrodes (n=9) only 1056 

showed significant PAC.  Yellow electrodes (n=14) showed significant PAC and 1057 

phase-clustering of HFA for all 4 categories.  Red electrodes (n=49) showed 1058 

significant PAC, phase-clustering for all 4 categories, and phase-coding of HFA 1059 

activity (i.e. difference score of 3 for at least one category). 1060 
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