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Abstract Bidirectional manipulations – activation and inactivation – are widely used to identify

the functions supported by specific cortical interneuron types. Implicit in much of this work is the

notion that tonic activation and inactivation will both produce valid, internally consistent insights

into interneurons’ computational roles. Here, using single-unit recordings in auditory cortex of

awake mice, we show that this may not generally hold true. Optogenetically manipulating

somatostatin-positive (Sst+) or parvalbumin-positive (Pvalb+) interneurons while recording tone-

responses showed that Sst+ inactivation increased response gain, while Pvalb+ inactivation

weakened tuning and decreased information transfer, implying that these neurons support

delineable computational functions. But activating Sst+ and Pvalb+ interneurons revealed no such

differences. We used a simple network model to understand this asymmetry, and showed how

relatively small changes in key parameters, such as spontaneous activity or strength of the light

manipulation, determined whether activation and inactivation would produce consistent or

paradoxical conclusions regarding interneurons’ computational functions.

DOI: 10.7554/eLife.18383.001

Introduction
Throughout the neocortex, inhibition shapes the gain and tuning of sensory responses

(Kyriazi et al., 1996; Tsumoto and Sato, 1985; Wang et al., 2000), controls the precise timing of

evoked action potentials (Akiyama et al., 2004; Gabernet et al., 2005; Hasenstaub et al., 2005;

Poo and Isaacson, 2009; Wehr and Zador, 2003), and can coordinate rhythmic activity, which gates

sensory responses and modulates information processing (Cardin et al., 2009; Deans et al., 2001;

Hasenstaub et al., 2005; Sohal et al., 2009). Although they comprise a minority of cells in the cor-

tex, the GABAergic interneurons that provide this inhibition are strikingly diverse (rev.

[Petilla Interneuron Nomenclature et al., 2008]): unique combinations of gene expression, electro-

physiological properties, morphology, and connectivity define multiple interneuron types, and likely

allow each interneuron type to exert a unique mode of control over cortical function.

A longstanding goal in sensory neuroscience has been to establish how, if at all, interneuron types

differ in their contributions to normal cortical function. However, isolating each subtype to causally

determine its contributions to cortical processing has been hindered by the limited repertoire of

techniques available. Recent advances in molecular techniques, such as optogenetics (Boyden et al.,

2005; Zhang et al., 2011), chemogenetics (Armbruster et al., 2007), and more recently magneto-

genetics (Wheeler et al., 2016), have transcended traditional methods of probing cell function,

enabling reversible and selective activation or inactivation of interneuron firing in vivo. These tools

have been used extensively to identify the particular functions each interneuron subtype serves
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within the cortex (Adesnik et al., 2012; Aizenberg et al., 2015; Atallah et al., 2012; Cardin et al.,

2009; Cottam et al., 2013; Lee et al., 2012; Natan et al., 2015; Seybold et al., 2015; Sohal et al.,

2009; Wilson et al., 2012; Xu et al., 2013). An implicit assumption underlying much of this work is

that one can directly read out a cell type’s function, and infer its specialized operations, by tonically

modulating its firing down or up: in other words, that the response features or computations weak-

ened by inactivating a cell population are specifically those that the cell population normally sup-

ports, that these features will be strengthened when the same population is activated, and that the

natural differences in cortical function between cell populations may be read out, and interpreted,

using these same strategies.

Can the abundance of recent causal data be interpreted in such a straightforward way? Here, in

line with the broader goal of establishing the ways in which we can use causal strategies to gain

insight into interneuron function, we tested this assumption by manipulating either of the two main

families of cortical interneurons – somatostatin-positive (Sst+) or parvalbumin-positive (Pvalb+) inter-

neurons – while recording neural responses to tones in the auditory cortex of awake mice. We found

that inactivation of Sst+ interneurons increased response gain, while inactivation of Pvalb+ interneur-

ons weakened tuning and decreased information transfer, implying that these two neuron types sup-

port specific, separable functions in the auditory cortex. Yet activating Sst+ and Pvalb+ interneurons

revealed no such differences. We used a simple feedforward model to understand this asymmetry,

and found that relatively small changes in key parameters, such as baseline activity, neural thresh-

olds, or the strength of the light manipulation, determined whether activation and inactivation would

produce internally consistent conclusions regarding interneurons’ computational functions. This

implies that seemingly minor experimental details can qualitatively change the readout of a neural

population’s role in computation, and that the conclusions we draw regarding neuronal function can

be influenced, even distorted, by the precise way in which the neuronal populations are

manipulated.

eLife digest The brain processes information through the activity of many different types of

neurons. A common assumption is that we can work out the role of each type of neuron by

increasing or decreasing its activity experimentally and observing the consequences. Imagine, for

example, that increasing the activity of a group of neurons boosts the formation of memories,

whereas decreasing their activity has the opposite effect. Can we conclude that the natural role of

those neurons is to support memory formation?

This question has become increasingly pertinent in recent years, as advances in molecular genetic

techniques such as optogenetics have made it easier to experimentally manipulate the activity of

neurons. However, the ease with which these experiments can be done masks how difficult it can be

to interpret the results.

To test the assumption that dialing a neuron’s activity up or down provides a straightforward

readout of its role in the brain, Phillips and Hasenstaub used optogenetics to inactivate two types of

neurons in an area of the mouse brain responsible for processing sound. Inactivating each cell type

produced different outcomes. The standard way of interpreting these results is to conclude that the

neurons must therefore have different, separable roles. However, using optogenetics to increase the

activity of the neurons revealed no such differences in the neurons’ roles.

Using a computer model, Phillips and Hasenstaub showed that relatively small changes in factors

such as the spontaneous activity of the neurons can affect the outcome of the experiments. Under

certain circumstances, the two types of neurons respond in the same way to activation and

inactivation; under other circumstances, they respond differently.

The results presented by Phillips and Hasenstaub remind us that the conclusions we draw about a

neuron’s role can be sensitive to how the cell was manipulated. Future studies should address how

other aspects of experimental manipulations, such as their timing or pattern, affect the apparent

behavior of neurons.

DOI: 10.7554/eLife.18383.002
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Results

Optogenetic inactivation of Sst+ or Pvalb+ interneurons
To produce mice in which we could inactivate Sst+ or Pvalb+ interneurons, we crossed mouse strains

that express Cre-recombinase under control of the Sst or Pvalb promoter (Taniguchi et al., 2011)

with the Ai35 strain, in which expression of Arch-GFP is Cre-dependent (Madisen et al., 2012)

(referred to as Arch/Sst and Arch/Pvalb mice, respectively). In Arch/Sst mice, the percentage of GFP

labeled neurons that showed Sst fluorescence (i.e., specificity) was 89 ± 4%, and the percentage of

Sst labeled neurons that were GFP-labeled (i.e., efficiency) was 91 ± 2%, and in Arch/Pvalb mice the

specificity was 93 ± 2% and the efficiency was 89 ± 7%, consistent with previous reports

(Adesnik et al., 2012; Cardin et al., 2009; Kerlin et al., 2010; Kvitsiani et al., 2013; Pfeffer et al.,

2013; Sohal et al., 2009; Taniguchi et al., 2011) (Figure 1—figure supplement 1).

We placed these transgenic mice on a spherical treadmill and used a 16-channel linear probe to

record from single units in auditory cortex while the animals were awake, head-fixed, and passively
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Figure 1. Optogenetic inactivation of Sst+ or Pvalb+ interneurons. (a) Schematic of optogenetic manipulation in Arch/Sst mice in which green light

directly hyperpolarizes Sst+ cells (green cells). (b) Rasters of tone-evoked action potentials for a representative indirectly activated unit without (top) and

with (bottom) inactivation of Sst+ cells. The black sine wave represents the duration of the sound, the green bar represents the duration and power of

the light, and the yellow bar indicates the response period used to construct frequency tuning curves (FTCs). (c) FTCs (mean ± SEMs) derived from

tone-evoked firing rates (FRs) without (black) and with (pink) inactivation of Sst+ cells for the representative unit in (b). Inset shows unit waveforms on

trials without (black) and with (pink) inactivation of Sst+ cells. (d) Distribution of the light-on to light-off tone-evoked FR ratios during the response

period for frequency-tuned units. Green bars with pink outline indicate units with significantly suppressed FRs (n = 11 of 70 units), grayish pink bars

indicate units with no significant change in FR (n = 15 of 70 units), and pink bars with black outline indicate units with significantly increased FRs (n = 44

of 70 units). (e–h) As (a–b), but in Arch/Pvalb mice, in which green light directly hyperpolarizes Pvalb+ cells (e). (f,g) show the rasters and FTCs of a

representative, indirectly-activated unit with and without inactivation of Pvalb+ cells. In (h), green bars with light blue outline indicate units with

significantly suppressed FRs (n = 5 of 59 units), grayish blue bars indicate units with no significant change in FR (n = 13 of 59 units), and light blue bars

with black outline indicate units with significantly increased FRs (n = 41 of 59 units).

DOI: 10.7554/eLife.18383.003

The following figure supplements are available for figure 1:

Figure supplement 1. Arch(GFP) co-localizes with somatostatin in Arch/Sst mice and with parvalbumin in Arch/Pvalb mice.

DOI: 10.7554/eLife.18383.004

Figure supplement 2. Interneuron inactivation increases firing rates and decreases signal to noise ratio.

DOI: 10.7554/eLife.18383.005
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listening to pure-tone acoustic stimuli. On randomly interleaved trials the tone was paired with green

(532 nm) light, delivered through a fiber optic placed just above the surface of the cortex, to reduce

interneuron activity during the pre-stimulus and response periods (Figure 1a,b,e,f). For each

recorded unit we generated iso-intensity frequency tuning curves (FTCs) in both the light-off and

light-on conditions by measuring the firing rates (FRs) in the 50 ms period after tone-response onset

as a function of frequency (Figure 1c,g). In these mice, illumination of the cortical surface with green

light had a range of effects on sound-evoked FRs, spontaneous FRs, and the signal-to-noise ratio

(SNR: defined 6as the ratio between sound-evoked FR and spontaneous FR) (Figure 1b,f; Figure 1—

figure supplement 2). Of the units with frequency-tuned responses (see Materials and methods;

Arch/Sst: n = 70 of 96 units; Arch/Pvalb: n = 59 of 76 units), the majority had sound-evoked FRs that

were significantly increased by light (Arch/Sst: n = 44 of 70 units; Arch/Pvalb: n = 41 of 59 units); a

minority had responses that were significantly suppressed by light (Arch/Sst: n = 11 of 70 units;

Arch/Pvalb: n = 5 of 59 units); and the remainder had responses with no significant change (Arch/

Sst: n = 15 of 70 units; Arch/Pvalb: n = 13 of 59 units) (Figure 1d,h). A small fraction of units with no

significant change to their tone responses nonetheless showed significant changes to their baseline

activity (Arch/Sst: n = 6 of 15; Arch/Pvalb: n = 4 of 13).

Interpreting optogenetic manipulations in a linear framework
To characterize how optogenetically altering inhibition affects a neuron’s tuning curve, we employed

a common framework that models the effect as a linear transformation, comprised of scaling (multi-

plicative/divisive) and shifting (additive/subtractive) components. We calculated these components

by fitting a straight line to the average firing rates on trials with (green) versus without (black) altered

inhibition (Figure 2a). In the context of optogenetically manipulating interneurons in the auditory

cortex, comparing a neuron’s FTC in the light-on versus light-off conditions would be expected to

reveal whether the change in firing in that neuron is well fit by such a model, and, if so, whether and

to what extent the transformation is multiplicative/divisive (Figure 2b), additive/subtractive

(Figure 2c), or a combination (Figure 2d). The slope of the best-fit line, if significantly different from

unity, reveals the magnitude of the multiplicative/divisive component of the transformation

(Figure 2b), while the y-intercept of the best-fit line, if significantly different from zero, reveals the

magnitude and significance of the additive/subtractive component (Figure 2c). Within this
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Figure 2. Identifying multiplicative/divisive and additive/subtractive changes in frequency tuning curves with linear regression. (a) (Left) Schematic of a

neuron’s FTC in the light-off (black) and light-on (green) conditions. (Right) Linear regression of light-off versus light-on firing rates (FRs) (measurements:

black; fit: green; unity line: dashed gray). (b) Multiplicative/divisive changes produce significant slopes (6¼ 1). (c) Additive/subtractive changes produce

significant intercepts (6¼ 0). (d) Table showing all combinations of linear transformations of frequency tuning curves and their associated linear fits.

DOI: 10.7554/eLife.18383.006
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Figure 3. Optogenetically inactivating Sst+ interneurons, compared to inactivating Pvalb+ interneurons, produces different linear transformations of

FTCs. (a) FTCs (mean ± SEMs) of representative units demonstrating all the combinations of linear transformations observed with inactivation of either

Sst+ cells (pink) or Pvalb+ cells (light blue). (b) Fraction of units that showed each kind of linear transformation with inactivation of Sst+ cells (pink) and

inactivation of Pvalb+ cells (light blue). These proportions are significantly different between groups (Arch/Sst: n = 44 units from 12 mice; Arch/Pvalb: n

= 41 units from 11 mice; Fisher’s exact test p=1.5 � 10�3). (c) Population best-fit slope coefficients with inactivation of Sst+ cells (pink) and inactivation

of Pvalb+ cells (light blue). Slopes were significantly different between groups (rank-sum p=0.01). Dark/light squares indicate units for which the slope

was/was not significantly different from 1, respectively. Lines indicate population medians and lower/upper quartiles. (d) Population best-fit y-intercepts,

normalized by maximum firing rate, with inactivation of Sst+ cells (pink) and inactivation of Pvalb+ cells (light blue). Y-intercepts were significantly

different between groups (rank-sum p=1.5 � 10�4). Dark/light squares indicate units for which the y-intercept was/was not significantly different from 0,

respectively. Lines indicate population medians and lower/upper quartiles.

DOI: 10.7554/eLife.18383.007

The following figure supplements are available for figure 3:

Figure supplement 1. Effects of inactivating Sst+ or Pvalb+ cells are mainly linear.

DOI: 10.7554/eLife.18383.008

Figure supplement 2. Differences between inactivating Sst+ or Pvalb+ cells are present among broad-spiking, but not narrow-spiking, units.

DOI: 10.7554/eLife.18383.009

Figure supplement 3. Effects of inactivating Sst+ or Pvalb+ cells are not explained entirely by increases in spontaneous activity.

DOI: 10.7554/eLife.18383.010

Figure supplement 4. Differences between inactivating Sst+ or Pvalb+ cells are present even in unit populations whose firing rates are weakly affected

by interneuron inactivation, as well as in strongly affected unit populations.

DOI: 10.7554/eLife.18383.011

Figure 3 continued on next page
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framework, a neuron’s FTC may undergo eight possible types of linear transformations (e.g. signifi-

cantly divisive but not significantly additive/subtractive, significantly divisive and significantly subtrac-

tive, significantly subtractive but not significantly multiplicative/divisive, and so on; Figure 2d);

alternatively, neither the scaling nor shifting components may be significant at all.

Optogenetic inactivation produces cell type specific effects on gain and
tuning
What does inactivating Sst+ and Pvalb+ cells lead us to conclude about their specific contributions

to the gain (multiplication/division) or tuning (addition/subtraction) of tone responses? We applied

the linear regression described above to the 44 units recorded from Arch/Sst and 41 units from

Arch/Pvalb mice whose responses were tuned for frequency and significantly increased by light (see

Materials and methods). This included both narrow-spiking and broad-spiking units (defined by a

trough-to-peak duration of less than or greater than 450 ms, respectively; see

Materials and methods). Most units showed predominantly linear changes in their FTC with

decreased inhibition (Arch/Sst: median R2 = 0.81; Arch/Pvalb: median R2 = 0.78; Figure 3—figure

supplement 1). Inactivation of Sst+ cells produced a variety of linear transformations (Figure 3a,

pink examples), as did inactivation of Pvalb+ cells (Figure 3a, light blue examples). However, the

proportions of linear transformation types produced by inactivation of Sst+ cells were significantly

different from those produced by inactivation of Pvalb+ cells (Fisher’s exact test p=0.0015;

Figure 3b). To quantitatively compare the effects of inactivating Sst+ or Pvalb+ cells on response

gain (i.e., the magnitude of the multiplicative component), we compared the distributions of the

slope values obtained from the linear regression analyses (Figure 3c) and found that inactivating Sst

+ cells had a significantly larger effect on the response gain than inactivating Pvalb+ cells (rank-sum

p=0.01). Furthermore, inactivating Pvalb+ cells had a significantly larger effect on the magnitude of

the additive component compared to inactivating Sst+ cells (rank-sum p=1.5 � 10�4; Figure 3d).

These differences between the effects of inactivating Sst+ versus Pvalb+ cells were more prominent

among broad-spiking units than narrow-spiking units (Figure 3—figure supplement 2). Interestingly,

this larger additive effect produced by inactivating Pvalb+ cells was not entirely due to increases in

spontaneous activity, as performing linear regression on baseline-subtracted responses (defined as

sound-evoked FR minus spontaneous FR; Figure 3—figure supplement 3a,b) revealed similar differ-

ences in both the slopes and y-intercepts (Figure 3—figure supplement 3c,d), implying that the

additive effect produced by inactivation of Pvalb+ cells must include a substantial contribution from

sound-evoked responses that are not frequency selective.

Note that, all other factors being equal, both the slope and y-intercept of the linear regression (i.

e., the degree to which a linear transformation registers as multiplicative or additive), and the chan-

ces that either of these coefficients will be statistically significant, will be greater in units whose firing

rates are more strongly affected by the light (Figure 3—figure supplement 4). Although we

observed that even weakly affected unit populations showed significant differences in both slopes

and intercepts (Figure 3—figure supplement 4), we wondered whether these differences might still

be explained by an overall greater increase in firing rates when inactivating one interneuron type

versus the other. We addressed this potential confound by limiting our population analyses to units

with similar increases in firing rates (see Materials and methods; Figure 3—figure supplement 5a).

In these matched populations, we again found that the proportions of linear transformations pro-

duced by inactivating Sst+ or Pvalb+ cells differed (Fisher’s exact test, p=0.0058; Figure 3—figure

supplement 5c), as did the magnitudes of both the multiplicative and additive effects (slopes: rank-

sum p=0.0064; Figure 3—figure supplement 5d; y-intercepts: rank-sum p=0.0048; Figure 3—fig-

ure supplement 5e).

Figure 3 continued

Figure supplement 5. Inactivation of Sst+ cells, compared to inactivation of Pvalb+ cells, produces different proportions of linear effects, even after

matching unit populations based on firing rate ratios.

DOI: 10.7554/eLife.18383.012
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Optogenetic activation does not produce cell type specific effects on
gain and tuning
To perform the complementary experiment, we produced mice in which we could activate Sst+ or

Pvalb+ interneurons by crossing Sst- and Pvalb-Cre mouse strains (Taniguchi et al., 2011) with the

Ai32 strain, in which expression of ChR2-eYFP is Cre-dependent (Madisen et al., 2012) (hereafter

referred to as ChR2/Sst and ChR2/Pvalb mice, respectively; Figure 4—figure supplement 1). In

ChR2/Sst mice, somatostatin mostly co-localized with GFP, and in ChR2/Pvalb mice, parvalbumin

mostly co-localized with GFP (Figure 4—figure supplement 1). In these mice, blue light had a range

of effects on both sound-evoked FRs, spontaneous FRs, and SNRs (Figure 4b,f; Figure 4—figure

supplement 2). Of the frequency-tuned units (ChR2/Sst: n = 97 of 163 units; ChR2/Pvalb: n = 103 of

160 units; see Materials and methods), the majority had responses to tones that were significantly

reduced by light (ChR2/Sst: n = 64 of 97 units; ChR2/Pvalb: n = 62 of 103 units), a minority had

responses that were significantly increased by light (ChR2/Sst: n = 19 of 97 units; ChR2/Pvalb: n = 21

of 103 units), and the remainder of units’ responses showed no significant change (ChR2/Sst: n = 14

of 97 units; ChR2/Pvalb: n = 20 of 103 units). A small fraction of units with no significant change to
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Figure 4. Optogenetic activation of Sst+ or Pvalb+ interneurons. (a) Schematic of optogenetic manipulation in ChR2/Sst mice in which blue light

directly activates Sst+ cells (cyan cells). (b) Rasters of tone-evoked action potentials for a representative suppressed unit without (top) and with (bottom)

activation of Sst+ cells. The black sine wave represents the duration of the sound, the cyan bar represents the duration and power of the light, and the

yellow bar indicates the response period used to construct FTCs. (c) FTCs (mean ± SEMs) derived from tone-evoked firing rates (FRs) without (black)

and with (red) activation of Sst+ cells for the representative unit in (b). Inset shows unit waveforms on trials without (black) and with (red) activation of

Sst+ cells. (d) Distribution of the ratio of light-on to light-off FRs during the response period in ChR2/Sst mice for frequency tuned units. Red bars

indicate units with significantly suppressed FRs (n = 64 of 97 units), grayish red bars indicate units with no significant change in FR (n = 19 of 97 units),

and cyan bars with red outline indicate units with significantly increased FRs (n = 14 of 97 units). (e–h) As (a–b), but in ChR2/Pvalb mice, in which blue

light directly activates Pvalb+ cells (e). (f,g) show the rasters and FTCs of a representative suppressed unit with and without activation of Pvalb+ cells. In

(h), blue bars indicate units with significantly suppressed FRs (n = 62 of 103 units), grayish blue bars indicate units with no significant change in FR (n =

20 of 103 units), and cyan bars with blue outline indicate units with significantly increased FRs (n = 19 of 103 units).

DOI: 10.7554/eLife.18383.013

The following figure supplements are available for figure 4:

Figure supplement 1. ChR2(GFP) co-localizes with somatostatin in ChR2/Sst mice and with parvalbumin in ChR2/Pvalb mice.

DOI: 10.7554/eLife.18383.014

Figure supplement 2. Interneuron activation decreases firing rates and increases signal to noise ratio.

DOI: 10.7554/eLife.18383.015
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Figure 5. Optogenetically activating Sst+ interneurons, compared to activating Pvalb+ interneurons, produces similar linear transformations of

frequency tuning curves. (a) FTCs (mean ± SEMs) of representative units demonstrating all the combinations of linear transformations observed with

activation of either Sst+ cells (red) or Pvalb+ cells (blue). (b) Fraction of units that showed each kind of linear transformation with activation of Sst+ cells

(red) and activation of Pvalb+ cells (blue). Distribution of proportions is not significantly different between groups (ChR2/Sst: n = 59 units from 25 mice;

ChR2/Pvalb: n = 57 units from 26 mice; Fisher’s exact test p=0.51). (c) Best-fit slope coefficients for activation of Sst+ cells (red) and activation of Pvalb+

cells (blue). Slopes were not significantly different between groups (rank-sum p=0.68). Dark/light squares indicate units for which slope was/was not

significantly different from 1, respectively. Lines indicate population medians and lower/upper quartiles. (d) Best-fit y-intercepts, normalized by

maximum firing rate, for activation of Sst+ cells (red) and activation of Pvalb+ cells (blue). Y-intercepts were not significantly different between groups

(rank-sum, p=0.77). Dark/light squares indicate units for which y-intercept was/was not significantly different from 0, respectively. Lines indicate

population medians and lower/upper quartiles.

DOI: 10.7554/eLife.18383.016

The following figure supplements are available for figure 5:

Figure supplement 1. Effects of activating Sst+ or Pvalb+ cells are mainly linear.

DOI: 10.7554/eLife.18383.017

Figure supplement 2. Broad- and narrow-spiking units are similarly affected by interneuron activation.

DOI: 10.7554/eLife.18383.018

Figure supplement 3. Similar effects of activating Sst+ or Pvalb+ cells remain after baseline subtraction.

DOI: 10.7554/eLife.18383.019

Figure supplement 4. Similarities between activating Sst+ or Pvalb+ cells are present even in unit populations whose firing rates are strongly

suppressed, as well as in weakly-suppressed unit populations.

DOI: 10.7554/eLife.18383.020

Figure supplement 5. Activation of Sst+ cells, compared to activation of Pvalb+ cells, produces similar linear effects, even after matching unit

populations based on firing rate suppression ratios.

DOI: 10.7554/eLife.18383.021

Figure supplement 6. Optogenetic activation of Sst+ and Pvalb+ interneurons increases stimulus-independent activity.

DOI: 10.7554/eLife.18383.022

Phillips and Hasenstaub. eLife 2016;5:e18383. DOI: 10.7554/eLife.18383 8 of 22

Research article Neuroscience

http://dx.doi.org/10.7554/eLife.18383.016
http://dx.doi.org/10.7554/eLife.18383.017
http://dx.doi.org/10.7554/eLife.18383.018
http://dx.doi.org/10.7554/eLife.18383.019
http://dx.doi.org/10.7554/eLife.18383.020
http://dx.doi.org/10.7554/eLife.18383.021
http://dx.doi.org/10.7554/eLife.18383.022
http://dx.doi.org/10.7554/eLife.18383


their tone responses nonetheless showed significant changes to their spontaneous activity (ChR2/

Sst: n = 4 of 14; ChR2/Pvalb: n = 3 of 20).

To evaluate how interneuron activation suppresses auditory cortical responses, we applied the

same linear framework to the FTCs of the 59 units from ChR2/Sst and 57 units from ChR2/Pvalb

mice whose responses were both tuned for frequency and significantly suppressed by activation of

interneurons (Figure 4d,h; Figure 4—figure supplement 2), excluding units that were suppressed

by more than 80% (to avoid floor effects), and including both narrow-spiking and broad-spiking

units. Among these units, this linear framework explained the effects of light-driven inhibition from

Sst+ and Pvalb+ cells well, as evidenced by median R2 values around 0.8 (ChR2/Sst: median R2 =

0.81; ChR2/Pvalb: median R2 = 0.80; Figure 5—figure supplement 1). Activating Sst+ cells, and

activating Pvalb+ cells, both produced a variety of types of linear transformation (Figure 5a, red and

blue examples, respectively).

Counterintuitively, given the observation that inactivation of Sst+ versus Pvalb+ interneurons

caused different effects on the gain and tuning of tone responses, the proportions of significant lin-

ear transformations observed when activating Sst+ cells and activating Pvalb+ cells were similar to

one another (Fisher’s exact test p=0.51; Figure 5b). Furthermore, the distributions of the slope val-

ues and the distributions of the y-intercept values obtained from the linear regression analyses were

similar (slopes: rank-sum p=0.68; Figure 5c; y-intercepts: rank-sum p=0.77; Figure 5d), consistent

with our previous work (Seybold et al., 2015). These similarities were present among broad-spiking

units as well as narrow-spiking units (Figure 5—figure supplement 2). Performing linear regression

on baseline-subtracted responses (Figure 5—figure supplement 3a,b) also revealed no differences

(Figure 5—figure supplement 3c,d). Even among the units with the most suppressed sound-evoked

FRs, the effects of Sst+ and Pvalb+ activation were not significantly different from one another (Fig-

ure 5—figure supplement 4), suggesting that these similarities were not due to insufficient activa-

tion of interneurons. To account for potential differences in the distributions of FR suppression

produced by activation of each interneuron population, we again matched the two unit populations

by their FR ratios. The proportions of linear transformations produced by interneuron activation

remained similar (Fisher’s exact test p=0.42; Figure 5—figure supplement 5c), as did the magni-

tudes of both the subtractive and divisive effects (slopes: rank-sum p=0.58; Figure 5—figure sup-

plement 5d; y-intercepts: rank-sum p=0.70; Figure 5—figure supplement 5e). In sum, the results of

our inactivation experiments would imply that Sst+ and Pvalb+ cells normally support different com-

putations; yet these activation experiments would lead to the conclusion that these neurons do not

support different functions.

This may relate to the effects of activation on the interneurons themselves. We identified putative

Sst+ (n = 24) and Pvalb+ (n = 27) units by their increased sound-evoked firing rates with light activa-

tion (seeMaterials and methods; example putative interneurons: Figure 5—figure supplement 6).

These units had median spike trough-to-peak durations of 348 ± 61 ms and 287 ± 41 ms, respectively,

were generally spontaneously active before the tone (putative Sst+: FR = 6.3 ± 2.5 Hz; putative

Pvalb+: FR = 8.6 ± 4.2 Hz), and increased their firing during the tone (putative Sst+: FR = 12.2 ±

8.5 Hz; putative Pvalb+: FR = 24.8 ± 12.7 Hz). Interestingly, optogenetic activation of putative Sst+

and Pvalb+ interneurons had a larger effect on spontaneous FRs (putative Sst+: FR ratio = 3.9 ± 2.9;

putative Pvalb+: FR ratio = 2.5 ± 0.8), than sound-evoked FRs (putative Sst+: FR ratio = 2.9 ± 1.5;

putative Pvalb+: FR ratio = 1.5 ± 0.2). Moreover, even putative interneurons that were not generally

active without light (sound-evoked rate of less than 5 Hz; putative Sst+: n = 7 units; putative Pvalb+:

n = 1 unit) often showed FRs well above 30 Hz during the light (putative Sst+: evoked rate = 35.04 ±

28.3 Hz; putative Pvalb+: evoked rate = 54.5 Hz). Together, these results suggest that activation

increases the number of stimulus-independent spikes generated by both interneuron populations,

potentially masking normal stimulus-driven function.

Optogenetic activation and inactivation produce asymmetric effects on
information content
This apparent incongruity between the effects of inactivation and activation of interneurons on the

gain and tuning of frequency tuning curves prompted us to ask whether we would observe a similar

discrepancy in other aspects of sensory processing. Synaptic inhibition can enhance the transfer of

information regarding stimulus identity in multiple ways: for instance, rapidly fluctuating inhibition

might improve information transfer by linearizing responses (Hasenstaub et al., 2005; Sohal et al.,
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2009), slower feedforward inhibition might optimize information transfer by adapting the dynamic

range of the neuron to the dynamic range of its inputs (Tan et al., 2008), while changes in tonic inhi-

bition might selectively delete irrelevant spikes or change the number of spikes available to repre-

sent information (Duguid et al., 2012). These inhibitory dynamics and computational features have

been differentially linked to Sst+ or Pvalb+ interneurons (Cardin et al., 2009; Hasenstaub et al.,

2005; Sohal et al., 2009; Tan et al., 2008; Wehr and Zador, 2003). To test whether optogenetically

inactivating and activating these interneurons also produced discrepant effects on information trans-

fer through cortical neurons, we calculated the per-trial mutual information (in bits/trial; see

Materials and methods) between the stimulus and firing rate output, in both the light-off and light-

on conditions, for each unit analyzed previously (Figure 6a,f, example units). The effects of inactivat-

ing Sst+ cells on information-per-trial were significantly different from the effects of inactivating

Pvalb+ cells (rank-sum p=7.1 � 10�6; Figure 6b,c): inactivating Sst+ cells significantly increased

information-per-trial (sign-rank p=0.022), while inactivating Pvalb+ cells significantly decreased it
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Figure 6. Optogenetically inactivating Sst+ versus Pvalb+ cells produces different effects on mutual information (MI), whereas activating these

interneurons produces similar effects on MI. (a) Responses of a representative unit recorded in an Arch/Pvalb mouse to tones of different frequencies

on trials without (top) and with (bottom) inactivation of Pvalb+ cells (orange heat map: trial counts; line: mean spikes-per-trial). In this unit, information-

per-trial between the stimulus and response decreased when Pvalb+ cells were inactivated. (b) Information-per-trial with versus without inactivation of

Sst+ cells (pink) or Pvalb+ cells (light blue). Darker circles represent units for which the change in information-per-trial was significant (Arch/Sst: n = 44

units from 17 mice; Arch/Pvalb: n = 41 units from 24 mice). (c) Box-and-whisker plots of the change in information-per-trial with inactivation of Sst+ cells

or Pvalb+ cells. Inactivating Sst+ cells significantly increased information-per-trial (sign-rank p=0.022), inactivating Pvalb+ cells significantly decreased

information-per-trial (sign-rank p=1.3 � 10�4), and these effects were significantly different from each other (rank-sum p=7.1 � 10�6). (d) As (b) but for

information-per-spike, to account for possible differences in the number of spikes available to represent information. (e) As (c) but for information-per-

spike. Inactivating Sst+ cells (sign-rank p=3.5 � 10�3) and inactivating Pvalb+ cells (sign-rank p=4.1 � 10�8) both significantly decreased information-

per-spike, but these effects were significantly different from each other (rank-sum p=1.2 � 10�5), indicating that differences in information-per-trial were

not due to differences in the number of spikes available to represent information. (f) As (a) but from a unit recorded in a ChR2/Pvalb mouse. In this unit,

information-per-trial between the stimulus and response increased when Pvalb+ cells were activated. (g) Information-per-trial with versus without

activation of Sst+ cells (red) or Pvalb+ cells (blue). Darker circles represent units for which the change in information-per-trial was significant (ChR2/Sst:

n = 59 units from 25 mice; ChR2/Pvalb: n = 57 units from 27 mice). (h) Box-and-whisker plots of the change in information-per-trial with activation of Sst

+ cells (red) or Pvalb+ cells (blue). Neither activation of Sst+ cells (sign-rank p=0.53) nor activation of Pvalb+ cells (sign-rank p=0.63) changed

information-per-trial, and their activation did not produce significantly different effects on information-per-trial (rank-sum p=0.85). (i) As (g) but for

information-per-spike. (j) As (h) but for information-per-spike. Activating Sst+ cells (sign-rank p=3.9 � 10�9) and activating Pvalb+ cells (sign-rank p

=1.5 � 10�8) both significantly increased the information-per-spike, but these effects were not significantly different from each other (rank-sum p=0.20).

DOI: 10.7554/eLife.18383.023
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Figure 7. Inactivation versus activation of interneurons can have asymmetrical effects on response gain in a simple network model. (a) A population of

neurons tuned to different frequencies (light colored cells) provides input to a downstream neuron (large black neuron) in a weighted fashion, such that

neurons with more similar tuning to that of the downstream neuron are more strongly connected to it (indicated by color and axon thickness).

Interneurons that inhibit these input neurons (green cells) are inactivated, which increases the activity of the input neurons. Number of input neurons:

101; maximum connection weight: 0.2; connection weight falloff: Gaussian with 2SD; input neuron threshold: 0. (b) The frequency tuning curve (FTC) of

a single neuron in the input layer (light-off: purple curve) is multiplicatively increased by interneuron inactivation (light-on: light purple shading). Inset

shows the change in firing. Scaling factor: 1.5. (c) As (b), but with many weighted inputs. (d) The net input to the downstream neuron (i.e., the sum of

the weighted inputs) without (black curve) and with (light gray shading) multiplicative scaling of the inputs shows multiplicative scaling. Inset shows the

change in net input to the downstream neuron. (e–g) As (b–d), but demonstrating additive increases in the FTC of a single input (e), many weighted

inputs (f), and the net input to the downstream neuron (g). Note that when inactivating interneurons, the linear effects of multiplication and addition at

the single-input level are preserved in the net input of the downstream neuron. Shifting factor: 0.15. (h) As (a), but with activation of interneurons (blue

cells), which suppresses the activity of the input neurons (dark colored cells). (i–k) As (b–d), but demonstrating the effects of division in a single input (i),

many weighted inputs (j), and the net input to the downstream neuron (k). Scaling factor: 0.5. (l–n) As (b–d), but demonstrating the effects of subtraction

in the FTC of a single input (l), many weighted inputs (m), and the net input to the downstream neuron (n). Note that the change in net input in the

downstream neuron caused by subtraction of inputs appears similar to the change caused by division of inputs. This is due to responses of single input

neurons that are suppressed below threshold with subtractive inhibition, causing smaller changes in firing at the edges of the tuning curve than at the

center. Shifting factor: -0.15.

DOI: 10.7554/eLife.18383.024
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(sign-rank p=1.3 � 10�4). Are these different effects on information transfer produced by inactiva-

tion of Sst+ versus Pvalb+ cells simply related to overall changes in the number of spikes available

to represent information? To address this, we calculated firing-rate-normalized mutual information (i.

e., the information about the stimulus carried by each spike). The effects on information-per-spike of

inactivating Sst+ cells versus Pvalb+ cells were significantly different (rank-sum p=1.2 � 10�5), incon-

sistent with the notion that the observed differences in information transfer were due to differences

in firing rate modulation (Figure 6d,e).

In contrast, activating Sst+ cells and activating Pvalb+ cells did not differentially impact informa-

tion-per-trial (rank-sum p=0.85): indeed, neither activation of Sst+ cells nor activation of Pvalb+ cells

significantly changed information-per-trial (ChR2/Sst: sign-rank p=0.53; ChR2/Pvalb: sign-rank

p=0.63; Figure 6g,h). This lack of differential impact on information-per-trial was likely not due to

insufficient activation of interneurons because even the most strongly suppressed units did not

exhibit significant differences (ChR2/Sst and ChR2/Pvalb: rank-sum p=0.50). These results are consis-

tent with our previous work, which found no differences between activation of Sst+ or Pvalb+ inter-

neurons on tuning bandwidths (Seybold et al., 2015). Additionally, the incongruity between

inactivation and activation (specifically, that inactivation does reveal significant differences in inter-

neuron regulation of information transfer, whereas activation does not) was apparent even after

matching units based on the amount that they their firing rates were suppressed or enhanced (Arch/

Sst and Arch/Pvalb: rank-sum p=1.7 � 10-�5; ChR2/Sst and ChR2/Pvalb: rank-sum p=0.65).

Inactivation and activation produce asymmetric effects in a convergent
network
The ostensible functional equivalencies between Sst+ and Pvalb+ interneurons we observed with

optogenetic activation, yet functional differences produced by their inactivation, is paradoxical: how

can these supposedly complementary manipulations produce such inconsistent effects? We modeled

the effects of inactivating and activating interneuron populations in a densely connected network.

We reasoned that not only will optogenetic manipulations of interneurons exert first-order effects on

a given neuron, through direct inhibition or removal of inhibition, but they will also yield second-

order effects, by altering the network-wide activity of the neuron’s inputs. Consider an example in

which one downstream neuron receives inputs from several upstream (’input-layer’) neurons

(Figure 7a,h). Each input neuron shows evoked responses that are tuned to particular frequencies,

superimposed on a modest baseline level of activity, as is often the case in awake states (rev.

[Haider and McCormick, 2009]). Neurons with more similar tuning to that of the downstream neu-

ron are more strongly connected to it. The net drive to the downstream neuron is the sum of these

weighted inputs. How will multiplicative, additive, divisive, or subtractive modulation propagate

through this simple layered network?

Multiplicatively modulating the firing of the upstream layer (Figure 7b) linearly increases the firing

rate of each of the weighted inputs (Figure 7c), which sum in the downstream neuron to produce

multiplication of its net drive (Figure 7d). Thus multiplication of the input neurons’ responses produ-

ces the strongest increase in firing near the center of the downstream neuron’s tuning curve, where

stimuli evoke the strongest responses (Figure 7d). Similarly, additively modulating a single input

(Figure 7e) produces a constant increase in the firing rate of each weighted input (Figure 7f), which,

summed in the downstream neuron, leads to a constant (additive) increase in its net drive across all

stimulus frequencies (Figure 7g). Thus, inactivation of interneurons preserves the single-cell effects

of multiplication and addition at the network level in this simple model.

This contrasts with the effect of interneuron activation. As we have previously demonstrated

(Seybold et al., 2015) divisive suppression acts purely linearly on the weighted inputs (Figure 7i,j);

from the perspective of a downstream neuron, the largest suppressive effect occurs near the center

of its tuning curve. In contrast, subtractive suppression does not linearly suppress the firing of the

input neurons because the weakest responses are suppressed below the nonlinear spiking threshold,

creating a ’floor effect’ at the edges of the tuning curve. In the downstream neuron, these nonlinear

floor effects at the edges sum to produce the strongest suppression at the center of the tuning

curve (Figure 7n), and thus, downstream, appear division-like (Figure 7k,n). Importantly, aspects of

the network state such as its baseline firing rate determine the regime wherein such asymmetric

effects between activation and inactivation will be observed (Figure 8). For example, in a network

with high spontaneous activity (Figure 8j), interneurons must be activated more strongly in order to
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suppress their targets’ firing rates below the spiking threshold; thus the range of interneuron manip-

ulation levels over which the neural circuit behaves linearly is relatively large (Figure 8l). On the other

hand, in a network with low spontaneous activity, in which the edges of the tuning curves already lie

below threshold (Figure 8p), even small additive increases in firing rates are impacted by threshold

nonlinearities; thus the linear operating range of the network becomes relatively small (Figure 8r).

These results highlight that the qualitative conclusions drawn from optogenetic manipulations are

sensitive to both the details of the manipulation and the state of the circuit in which the manipulation

is performed.

Discussion
Resolving mechanisms of sensory processing at the level of cortical microcircuits will involve dissect-

ing the operations performed by each interneuron subtype. The field cannot achieve this goal with

correlative studies alone; causal manipulations are essential tools for conclusively linking interneuron

subtypes to their respective cortical functions. Nonetheless, the assumptions and simplifications gen-

erally made when using these causal manipulations must be scrutinized. Given the surge in the use

of molecular genetic tools to causally probe interneuron function, we tested whether one of the

main assumptions underlying much of this work is true. Specifically, we tested the idea that differen-

ces in normal function between interneuron populations may be directly read out, and straightfor-

wardly interpreted, by simply dialing interneuron activity up or down. In three different aspects of

sensory processing within auditory cortex – the regulation of the gain, tuning, and information con-

tent of tone responses – we found that this intuitive assumption was not correct. Activation of Sst+

and Pvalb+ interneurons produced no significant differences in any of the three domains of sensory

processing that we tested, even in cases where activation of interneurons caused equivalent and

strong suppression, implying that Sst+ and Pvalb+ interneurons function equivalently in these

aspects of sensory processing. In stark contrast, inactivation of Sst+ and Pvalb+ interneurons pro-

duced significant differences in all three domains: Pvalb+ cells appeared to increase information

transfer through subtractive inhibition, whereas Sst+ cells appeared to provide divisive inhibition.

That optogenetic activation and inactivation of interneurons did not produce symmetric results con-

tradicts the intuitive notion that optogenetically increasing and decreasing interneuron activity nec-

essarily strengthens and weakens, respectively, the functions these interneurons normally serve. How

could optogenetic activation and inactivation of interneurons lead to these seemingly contradictory

outcomes?

One reason could be that activation and inactivation of interneurons may differentially affect how

the features of interneuron-specific inhibition are propagated through a network like the cortex. To

help the reader reason through this phenomenon, we used a simple multilayered model to show

that, when activating interneurons, network structure and threshold nonlinearities can convert either

subtractive or divisive inhibition of a neuron’s local inputs into divisive inhibition of a network

(Seybold et al., 2015); yet when inactivating interneurons, multiplication and addition of local inputs

may bypass these threshold nonlinearities and preserve their linear effects at the network level (Fig-

ure 7). Whether such asymmetric effects will occur depends on both the level of interneuron manipu-

lation and the baseline activity of the input neurons. At high baseline activity, when cells spend

much of their time above threshold, moderate changes in firing do not interact with threshold nonli-

nearities and, thus, the range of manipulation levels that produces symmetric effects expands. On

the other hand, at low baseline levels, cells spend much of their time below threshold, and even

small changes in firing will interact with threshold nonlinearities; thus the range of symmetric effects

decreases (Figure 8). Importantly, this work suggests that optogenetic manipulations (both activa-

tion and inactivation) can be used as tools to reveal the operating range over which the network

behaves linearly versus nonlinearly, with regards to any neuronal computation. This work goes

beyond the previous work of our and other groups (Douglas et al., 1995; Litwin-Kumar et al.,

2016; Murphy and Miller, 2003; Seybold et al., 2015; Tsodyks et al., 1997) that identify discrep-

ancies between the single-cell and network-level consequences of inhibition. Here our goal is differ-

ent: to understand the interactions between increasing or decreasing inhibition and the innate

properties of the network, as part of a larger program of clarifying the ways in which we can – and

cannot – use optogenetic and other causal strategies to establish the functions of specific cell types.
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Another confound that could contribute to the asymmetric results from our experiments is that

bidirectional manipulations may target a single population of interneurons that is genetically homo-

geneous, yet contains functionally heterogeneous subpopulations that respond to sensory stimuli in
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Figure 8. Small changes in key parameters determine whether interneuron manipulations will produce consistent or paradoxical conclusions regarding

interneuron function. (a) Top row: In a network with moderate baseline activity (threshold = 0), the frequency tuning curve (FTC) of a single input (light-

off: medium purple curve) undergoes multiplication (light-purple shading) or division (dark-purple shading). Middle row: The FTCs of many inputs (light-

off: medium colored curves), weighted by a Gaussian connectivity function, undergo multiplication (light colored shading) or division (dark colored

shading). Bottom row: These weighted inputs sum to produce the downstream neuron’s net input. (b) The net input to the downstream neuron without

light versus with light (multiplication: light gray line; division: black line). The best-fit slopes and y-intercepts of these measurements represent the

magnitudes of the multiplicative/divisive and additive/subtractive effects, respectively, on the downstream neuron’s net input. (c) The best-fit slopes

and y-intercepts from regressions on the measurements in (b) as a function of the strength of (in)activation (i.e., the magnitudes of the linear effects on

the downstream neuron’s net input as a function of the magnitudes of the linear effects on the input neurons’ FTCs). Arrows indicate the strengths of

interneuron (in)activation represented in (a). Under these conditions, interneuron inactivation and activation result in multiplication and division,

respectively, of the downstream neuron’s net input. (d–f) Same as (a–c), except the FTCs of the inputs undergo either addition (light-purple shading) or

subtraction (dark-purple shading). Yellow highlighted area in (f) indicates the range of interneuron manipulation that interacts with threshold

nonlinearities. Interneuron activation interacts with threshold nonlinearities to transform subtraction of the inputs’ FTCs into division of the downstream

neuron’s net input, resulting in asymmetric results between activation and inactivation. (g–l) Same as (a–f), after changing one model parameter:

increasing the baseline activity level of the model neurons (threshold = -0.1). Increased baseline activity levels require stronger interneuron activation to

cause subtraction of the inputs to appear division-like in the downstream neuron’s net input. This increases the range over which activation/inactivation

will produce internally consistent conclusions. (m–r) Same as (a–f), after changing one model parameter: decreasing the baseline activity level of the

model neurons (threshold = 0.1). The weaker responses in (m,p) now lie below spiking threshold; this decreases the strength of interneuron activation

required for subtraction of the inputs to appear division-like in the downstream neuron’s net input (p–r). This decreases the range over which activation/

inactivation will produce consistent conclusions.

DOI: 10.7554/eLife.18383.025
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distinct ways. This consideration goes beyond the widely appreciated one that existing genetic tar-

gets may encompass several genetically distinct cell types (Hu et al., 2013; Ma et al., 2006;

Tasic et al., 2016). For example, from the viewpoint of a cortical pyramidal cell that receives inputs

from several genetically similar interneurons, inactivation of these interneurons only suppresses neu-

rons that are active during the stimulus. On the other hand, activation of these interneurons recruits

most, if not all, of the interneurons – even those that are not normally activated by the stimulus. In

this study, for example, a small population of the putative Sst+ and Pvalb+ interneurons fired weakly

during the auditory stimulus (with a mean firing rate of less than 5 Hz), but dramatically increased

their firing, often well above 30 Hz, with light stimulation. Moreover, recent work suggests that corti-

cal Sst+ and Pvalb+ populations may contain subgroups that are differentially driven by patterns of

cortical activity (Kwan and Dan, 2012), stimulus features (Runyan et al., 2010), and task-related

behaviors (Kvitsiani et al., 2013; Lagler et al., 2016), suggesting that genetically-targeted activa-

tion of these cells may recruit more than one functional population. Thus, activation of these hetero-

geneous populations may strengthen different sets of functions than those weakened by their

inactivation, leading to inconsistent conclusions regarding their normal function.

Other issues related to the normal pattern of interneuron activity may also contribute to these

contradictory findings. Firstly, both the temporal organization of interneuron activity – for instance

response delays (Gabernet et al., 2005; Tan et al., 2008; Wehr and Zador, 2003) or synchrony

(Cardin et al., 2009; Hasenstaub et al., 2016; Hasenstaub et al., 2005; Hu and Agmon, 2015;

Otte et al., 2010; Sohal et al., 2009; Stevens and Zador, 1998) – and the stimulus preferences of

the interneurons themselves (Atencio and Schreiner, 2010; Kerlin et al., 2010; Li et al., 2015;

Moore and Wehr, 2013) are important for determining output. For example, in auditory cortex,

Pvalb+ cells have been reported to be activated rapidly and by a broad set of tones, while Sst+

interneurons respond relatively slowly to a narrower range of tones (Li et al., 2015). These features,

however, will not be replicated in studies in which interneuron firing is indiscriminately and tonically

increased or decreased. Additionally, activating or inactivating interneurons beyond a certain thresh-

old may drive the cortical network beyond its natural operating regime (for instance, by breaking

inhibitory-excitatory balance [Ozeki et al., 2009; van Vreeswijk and Sompolinsky, 1998], pushing

the cortex towards epileptic states [Chagnac-Amitai and Connors, 1989], or close to silence

[Hess and Murata, 1974]); in other words, a given change in interneuron activity may have a differ-

ent effect in a normally active circuit compared to an over- or underactive circuit. Given these poten-

tial confounds, the results of this study further support the notion that the precise way in which we

use causal tools, and the brain states in which the manipulations are performed, will govern the con-

clusions drawn about neural function.

These findings provide context for recent and future investigations of interneuron function. For

example, recent studies in visual cortex in which interneurons were activated with ChR2 have pro-

duced diverse and even opposing findings regarding interneuron subtypes’ contributions to the gain

and tuning of sensory responses (Atallah et al., 2012; Lee et al., 2012; Wilson et al., 2012). The

findings from our model suggest that, in any of these studies, including our own, activation of Sst+

or Pvalb+ interneurons may have suppressed input cell firing below nonlinear spiking threshold,

transforming, or obfuscating, the computational properties of interneuron-specific inhibition. Our

inactivation experiments, on the other hand, mostly agree with (Lee et al., 2012), and support the

idea that Pvalb+ cells subtractively suppress responses and increase information content by sup-

pressing irrelevant spikes, whereas Sst+ cells divisively suppress responses to modulate dynamic

range. However, we stress the caveat that both cell types may perform these operations in coopera-

tion with other cell types (Karnani et al., 2016; Lee et al., 2013; Pfeffer et al., 2013; Pi et al.,

2013; Xu et al., 2013) and through complex network dynamics that we have not identified here (Lit-

win-Kumar et al., 2016). Moreover, although it is often proposed that activation and inactivation of

neuronal populations test their necessity and sufficiency, respectively, to support certain computa-

tions or drive specific behaviors, our results, along with previous work (rev. [Allen et al., 2015]), sug-

gest that this interpretation may suffer from the same second- and higher-order network effects as

described here.

That we should be cautious in interpreting the effects of causal manipulations is not a novel idea.

Recently, it has been shown that transient inactivations may not replicate the results of permanent

lesion studies (Otchy et al., 2015). This can occur because brief manipulations in one brain region

may transiently perturb the computations of downstream circuits and, thus, may not reveal circuit
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function within a steady-state. Our finding that opposing optogenetic manipulations can produce

apparently paradoxical conclusions regarding cell-type function adds to the growing sentiment that

the ease with which manipulation experiments can be performed belies the difficulty of their inter-

pretation. We propose that activation may be particularly likely to mask normal interneuron function

because it targets interneurons that are not normally active during a stimulus response, and it is

likely to obscure distinctions between linear transformations within a nonlinear network; conversely,

inactivation targets only the normally active subset of interneurons and is more likely to preserve dis-

tinctions between linear transformation types within a nonlinear network.To dissect how interneurons

act cooperatively or individually to control cortical function, even modern causal manipulations must

be carefully designed and interpreted.

Materials and methods

Animals
All experiments were approved by the Institutional Animal Care and Use Committee at the Univer-

sity of California, San Francisco. To target our opsins to either Sst+ or Pvalb+ cells, we used Sst-Cre

and Pvalb-Cre knock-in lines (JAX strains 013044/RRID:IMSR_JAX:013044 and 008069/RRID:IMSR_

JAX:008069, with mixed C57BL/6;129S4 and C57BL/6;129P2 backgrounds, respectively). These

strains drive expression of Cre in Sst+ and Pvalb+ interneurons of the cortex and hippocampus with

minimal (<10%) leak (Taniguchi et al., 2011). To produce mice in which we could either inactivate or

activate interneurons, we crossed these Cre lines to either the Ai35 or Ai32 lines (JAX strains

012735/RRID:IMSR_JAX:012735 and 012569/RRID:IMSR_JAX:012569 with C57BL/6 backgrounds),

which, respectively, encode the light-gated hyperpolarizing proton pump Archaerhodopsin-3 (Arch)

conjugated to GFP, or the light-gated depolarizing cation channel channelrhodopsin-2 (ChR2) conju-

gated to eYFP, after a floxed stop cassette under the CAG promoter. For all experiments, we used

adult male or female mice that were 6 to 12 weeks old. All adult mice were housed in groups of 2–5

under a 12 hr/12 hr light/dark cycle.

Histology
Adult mice were deeply anesthetized with ketamine/xylazine and perfused transcardially with 4%

paraformaldehyde (PFA) in PBS (0.1 M, pH 7.4). After removal, brains were post-fixed overnight in

the same PFA/PBS solution and then transferred to a solution of 30% sucrose 0.1 M PBS until they

sank to the bottom of the tube. Coronal sections (40 mm thick) were cut using a freezing microtome

and placed into a cryo-protective solution (30% ethylene glycol, 30% glycerol, in 0.1 M PBS). Slices

were rinsed in PBS solution three times for 10 min, and then in 0.25% Triton X-100/0.1 M PBS three

times for 10 min. After rinsing, slices were incubated in blocking solution (0.25% Triton X-100 and

10% normal donkey serum in 0.1 M PBS) for 2 hr, and then overnight at 4˚C in the primary antibod-

ies: chicken-anti-GFP (1:500, GFP-1020 Aves Lab RRID:AB_10000240), and either rabbit anti-parval-

bumin (1:1000, RRID:AB_10013386 Swant, Switzerland) or goat anti-somatostatin (1:300, SC-7819

RRID:AB_2302603 Santa Cruz Biotechnology, Inc., Dallas, TX) diluted in 0.25% Triton X-100, 10%

normal donkey serum, in 0.1 M PBS. Sections were then rinsed in blocking solution of 5% normal

donkey serum, 0.25% Triton in 0.1 M PBS three times for 10 min and incubated in the same blocking

buffer for 2 hr, with secondary antibodies: donkey-anti-chicken-Alexa 488 (1:200, 703-545-155 RRID:

AB_2340375 Jackson ImmunoResearch, West Grove, PA), and either donkey anti-rabbit-Alexa 594

(1:200, 711-585-152 RRID:AB_2340621 Jackson ImmunoResearch) or donkey anti-goat-Alexa 594

(1:200, 705-586-147 RRID:AB_2340434 Jackson ImmunoResearch). The sections were then rinsed in

0.1 M PBS three times for 10 min, mounted on gelatin-subbed slides, and allowed to dry. Then they

were dehydrated and defatted with 50% ethanol for 2 min, 70% ethanol for 2 min, 95% ethanol for

5 min, 100% ethanol for 10 min, 100% ethanol for 10 min, xylenes for 10 min, and xylenes for

10 min. The sections were immediately coverslipped using Krystalon mounting medium (EMD

Millipore, Gibbstown, NJ) and dried overnight. Digitized images were obtained with a Nikon DS-Fi1

digital camera (Nikon Instruments, Melville, NY) on a Nikon ECLIPSE 90i microscope (Nikon Instru-

ments) using a 10� or 20� objective.
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In vivo awake recordings
An initial surgery was performed 1–5 days prior to recording to affix a custom metal headplate over

the temporal skull with dental cement. On the day of recording, a second surgery was performed to

expose the auditory cortex. For both surgeries, mice were anesthetized with isoflurane and a subcu-

taneous injection of lidocaine under the incision site. As a post-operative analgesic, mice were given

a subcutaneous injection of carprofen. An opening in the skull (~2 mm) centered over auditory cor-

tex was drilled and then filled with silicone elastomer to protect the brain. Animals were allowed to

recover from the anesthesia for 1–3 hr, after which they were placed in a head holder on a free-spin-

ning spherical treadmill (modified from [Niell and Stryker, 2008]), after which the silicone plug was

removed. Recordings were made using a 16 site linear probe (50 mm spacing, Neuronexus), inserted

perpendicular to the cortical surface. Stimuli consisted of randomly ordered 20 or 50 ms tones of

various frequencies (4 kHz to 64 kHz, 0.2 octave spacing, 1 s interstimulus interval, with the intensity

level chosen as 10–15 dB above threshold at BF) presented through a free-field high-frequency

speaker (ES1, Tucker-Davis Technologies, Alachua, FL). In most experiments a second tone was

played either 50 or 70 ms after the onset of the first tone for a different set of analyses. Thus only

the first 50 ms of the first tone response was analyzed.

On randomly interleaved trials, the cortical surface just above the probe was illuminated with

blue light (in ChR2 mice) or green light (in Arch mice) through a 400-mm-diameter fiber optic con-

nected to a 470 nm LED (Mightex, Pleasanton, CA) or a 532 nm laser (IkeCool, Anaheim, CA),

respectively. Recordings with blue light were performed with a light power near 15 mW (range 1 to

25 mW), which typically suppressed firing to about 50% of the light-off condition. Recordings with

green light were performed with a light power near 10 mW (range 10 to 15 mW), which typically

increased firing to about 150% of the light-off condition. The light began at least 50 ms (up to 250

ms) before the tone onset, linearly ramped up to full power for 50 ms, and remained on until 100 ms

after the end of the stimulus. Each stimulus was presented 10–50 times with and without light.

Responses were amplified and digitized continuously with a 16-channel recording system (Tucker-

Davis Technologies) at 24,414 Hz. Events in the recordings that crossed a threshold of 4 SD were

collected and sorted using custom software in MATLAB (KFMMAutosorter, written by Matthew Fel-

lows) to identify single units.

Data analysis
Data were analyzed in MATLAB (MathWorks, Natick, MA). Spike waveforms were characterized by

trough-to-peak duration. The distribution of trough-to-peak durations was bimodal (Figure 3—fig-

ure supplement 2 and Figure 5—figure supplement 2), allowing us to group unit waveforms into

narrow-spiking (�450 ms) or broad-spiking (>450 ms) categories. Event rasters for each unit were con-

structed around each tone and used to produce frequency tuning curves. The response onset was

calculated as the time a unit’s response reached ¼ of the maximum response, and the frequency

tuning curve for each unit was defined to be the firing rate during the period between this calculated

response onset and 50 ms after it, as a function of frequency. A unit was defined as tuned if the fre-

quency tuning curve was significantly (a = 0.05) modulated by frequency, calculated using a 1-way

ANOVA, and if at least three responses in both the light-off and light-on conditions were signifi-

cantly (a = 0.05) above zero. The firing rate suppression or enhancement ratio for each unit was cal-

culated as the percent change in spikes-per-trial during the response period, averaged over all

stimuli. A unit was considered significantly suppressed or enhanced by the light if the number of

tone-evoked spikes during the 50 ms response period across all stimulus conditions with light was

significantly (a < 0.05) different from that without light. For Figure 3—figure supplement 3 and Fig-

ure 5—figure supplement 3, we calculated baseline-subtracted tone-evoked firing by subtracting

the average spontaneous firing rate, measured from 0 to 50 ms before stimulus onset, from the

tone-evoked rates. For Figure 3—figure supplement 5 and Figure 5—figure supplement 5, units

from either ChR2/Sst and ChR2/Pvalb mice, or Arch/Sst and Arch/Pvalb mice were matched based

on their firing rate ratios by selecting pairs of units between the two groups that were within a dis-

tance of a tenth of the range of all firing rate ratios. If a unit in one group did not have a matching

unit in the other group within this distance, it was discarded. We analyzed linear transformations

using standardized major axis regression, which is necessary to account for the measurement vari-

ance on both the x and y axis, which ordinary least-squares regression does not (Sokal and Rohlf,
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2012). Only stimuli that elicited a firing rate significantly above zero in both light-off and light-on

conditions were included in the analysis to avoid floor effects on spiking activity which could bias the

regression and cause a subtractive effect to appear divisive. Units were deemed to show significant

divisive or multiplicative transformations if the regression slope was significantly (a = 0.05) less than

one or greater than one, respectively. Units were deemed to show significant subtractive or additive

transformations if the regression y-intercept was significantly (a = 0.05) less than zero or greater

than zero, respectively.

Per-trial mutual information (MI) for each unit was calculated using the formula:

I X;Yð Þ ¼ y2 Y
X

x2X

P

p x;yð Þ � log
p x;yð Þ

p xð Þ � p yð Þ

� �

where x represents possible values for the first variable (e.g., the frequency of the tonal stimulus), y

represents possible values for the second variable (e.g., the number of output spikes), pðxÞ is the

probability of observing x, pðyÞ is the probability of observing y, and pðx;yÞ is the joint probability of

the two variables (i.e., the probability of observing xstimulus and y spikes). Because we have a lim-

ited number of trials from which to sample the stimulus and response probability distributions, MI

might be upwardly biased. To account for this bias, we repeatedly (500 times) shuffled stimulus-

response pairs, such that each response was associated with a randomly chosen stimulus, thus elimi-

nating information due to a real relationship between the stimulus and response, but retaining infor-

mation due to a bias. We then subtracted the average of the shuffled MI values from the originally

measured MI to obtain the bias-corrected MI. We applied this method to both light-off and light-on

conditions separately. To calculate information-per-spike for each unit, we divided the information-

per-trial by the average firing rate (spikes-per-trial).

Statistics
Unless otherwise stated, all statistical values were calculated in MATLAB. Unless otherwise noted,

distributions were plotted with boxplots, where the box represents the first quartile, the second

quartile (median) and the third quartile of the data, the whiskers represent 1.5*interquartile range

(third-first quartiles), and the dots represents outliers lying beyond the whiskers. Statistical descrip-

tions of distributions for the putative interneurons were reported as the median ± median absolute

deviation.

Significance of regression parameters for each unit was determined based on whether they

exceeded the 95% confidence bounds, as in (Sokal and Rohlf, 2012). To determine whether

changes in MI were significant for each unit, we performed a bootstrap analysis: we repeatedly (500

times) randomly reassigned trials to the light-off and light-on conditions and recalculated the

response metric for each reassignment. Effects were deemed significant if the observed effects were

less than 2.5% or greater than 97.5% of the bootstrap-calculated distribution of effects. We used

Wilcoxon sign-rank test to determine whether light significantly affected a population of units, Wil-

coxon rank-sum test to determine whether continuous parameters were differentially distributed

between groups, and a Fisher’s exact test (calculated in R) to determine if the distributions of all lin-

ear transformation types were significantly different between groups. All tests were two-sided.

Model
We assumed a population of N frequency-tuned input neurons In, each with a Gaussian tuning curve,

systematically varying in their center frequency:

In fð Þ ¼ e
�

f�nð Þ2

2�s2
I

� �

These input neurons are connected to the target neuron by a center-weighted (Gaussian) connec-

tivity function W:

W xð Þ ¼ e
� x2

2s2

W

� �

The target neuron’s total drive Inet, as a function of frequency, is then
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Inet fð Þ ¼
n

P

In fð ÞW nð Þ

The target neuron was assumed to be threshold-linear (i.e., its firing rate is proportional to its

input, except that subthreshold inputs produce a firing rate of zero). Its output O is calculated by

thresholding its total input against a threshold T:

OT fð Þ ¼max 0; Inet fð Þ�Tð Þ

When input neurons are partially suppressed or enhanced, each input neuron’s activity is calcu-

lated as:

I lionn fð Þ ¼max 0;m I lioffn fð Þ� b
� �

Here m and b represent the strengths of divisive/multiplicative and subtractive/additive inhibition,

respectively. The target neuron’s net drive, output, and change in responsiveness are then calculated

as:

I lionnet fð Þ ¼
n

P

I lionn fð ÞW nð Þ

Olion
T fð Þ ¼max 0; I lionnet fð Þ�T

� �

DO fð Þ ¼O
lioff
T fð Þ�Olion

T fð Þ

For all conditions (division, multiplication, subtraction, and addition), 101 neurons provided input

to the downstream neuron, whose tuning curves had center frequencies linearly spaced from �5 to

5, relative to that of the downstream neuron, and with standard deviation of 1. Unless otherwise

stated, spiking threshold was set to 0. The connection weights of these inputs onto the downstream

neuron decreased from a maximum of 0.2, at the best frequency of the downstream neuron, accord-

ing to a Gaussian connectivity function with a standard deviation of 2. Divisive inhibition was then

modeled by multiplying the input tuning curves by 0.5, while multiplication was modeled by multi-

plying the input tuning curves by 1.5. We modeled subtractive and additive changes in firing by sub-

tracting and adding, respectively, 0.15 from the entire tuning curve of each input neuron. In

Figure 8, the baseline firing of the input neurons was varied by changing the spiking threshold (i.e.,

by adding or subtracting a constant to each Gaussian input curve). For moderate baseline firing,

threshold remained at 0, for low baseline firing threshold was set to 0.1 and for high baseline firing

the threshold was set to �0.1.

Data reporting
The sample size of units was chosen to be consistent with similar studies in the field. The experi-

menter was not blinded to the genotype of the animal during recordings but was blinded to the

genotype of the animal during the spike sorting process.
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Benavides-Piccione R, Burkhalter A, Buzsáki G, Cauli B, Defelipe J, Fairén A, Feldmeyer D, Fishell G, Fregnac Y,
Freund TF, Gardner D, Gardner EP, Goldberg JH, Helmstaedter M, Hestrin S, Karube F, et al. 2008. Petilla

Phillips and Hasenstaub. eLife 2016;5:e18383. DOI: 10.7554/eLife.18383 21 of 22

Research article Neuroscience

http://dx.doi.org/10.1093/cercor/bhv044
http://www.ncbi.nlm.nih.gov/pubmed/25778344
http://dx.doi.org/10.1016/j.neuron.2005.06.016
http://dx.doi.org/10.1016/j.neuron.2005.06.016
http://www.ncbi.nlm.nih.gov/pubmed/16055065
http://dx.doi.org/10.1007/BF00235748
http://www.ncbi.nlm.nih.gov/pubmed/4155369
http://dx.doi.org/10.1152/jn.00304.2015
http://www.ncbi.nlm.nih.gov/pubmed/25972585
http://dx.doi.org/10.3389/fncir.2013.00195
http://dx.doi.org/10.3389/fncir.2013.00195
http://www.ncbi.nlm.nih.gov/pubmed/24339803
http://dx.doi.org/10.1016/j.neuron.2016.02.037
http://dx.doi.org/10.1016/j.neuron.2016.02.037
http://www.ncbi.nlm.nih.gov/pubmed/27021171
http://dx.doi.org/10.1016/j.neuron.2010.08.002
http://www.ncbi.nlm.nih.gov/pubmed/20826316
http://dx.doi.org/10.1038/nature12176
http://www.ncbi.nlm.nih.gov/pubmed/23708967
http://dx.doi.org/10.1016/j.cub.2012.06.007
http://www.ncbi.nlm.nih.gov/pubmed/22748320
http://www.ncbi.nlm.nih.gov/pubmed/8714634
http://dx.doi.org/10.1016/j.neuron.2016.08.010
http://www.ncbi.nlm.nih.gov/pubmed/27593181
http://dx.doi.org/10.1038/nn.3544
http://www.ncbi.nlm.nih.gov/pubmed/24097044
http://dx.doi.org/10.1038/nature11312
http://www.ncbi.nlm.nih.gov/pubmed/22878719
http://dx.doi.org/10.1093/cercor/bht417
http://www.ncbi.nlm.nih.gov/pubmed/24425250
http://dx.doi.org/10.1152/jn.00732.2015
http://www.ncbi.nlm.nih.gov/pubmed/26740531
http://dx.doi.org/10.1523/JNEUROSCI.0661-06.2006
http://dx.doi.org/10.1523/JNEUROSCI.0661-06.2006
http://www.ncbi.nlm.nih.gov/pubmed/16687498
http://dx.doi.org/10.1038/nn.3078
http://www.ncbi.nlm.nih.gov/pubmed/22446880
http://dx.doi.org/10.1523/JNEUROSCI.0663-13.2013
http://www.ncbi.nlm.nih.gov/pubmed/23966693
http://www.ncbi.nlm.nih.gov/pubmed/14602818
http://dx.doi.org/10.7554/eLife.09868
http://dx.doi.org/10.7554/eLife.09868
http://www.ncbi.nlm.nih.gov/pubmed/26460542
http://dx.doi.org/10.1523/JNEUROSCI.0623-08.2008
http://www.ncbi.nlm.nih.gov/pubmed/18650330
http://dx.doi.org/10.1038/nature16442
http://www.ncbi.nlm.nih.gov/pubmed/26649821
http://dx.doi.org/10.1523/JNEUROSCI.4818-09.2010
http://www.ncbi.nlm.nih.gov/pubmed/20147542
http://dx.doi.org/10.1016/j.neuron.2009.03.028
http://www.ncbi.nlm.nih.gov/pubmed/19477158
http://dx.doi.org/10.7554/eLife.18383


terminology: nomenclature of features of GABAergic interneurons of the cerebral cortex. Nature Reviews
Neuroscience 9:557–568. doi: 10.1038/nrn2402, PMID: 18568015

Pfeffer CK, Xue M, He M, Huang ZJ, Scanziani M. 2013. Inhibition of inhibition in visual cortex: the logic of
connections between molecularly distinct interneurons. Nature Neuroscience 16:1068–1076. doi: 10.1038/nn.
3446, PMID: 23817549

Pi HJ, Hangya B, Kvitsiani D, Sanders JI, Huang ZJ, Kepecs A. 2013. Cortical interneurons that specialize in
disinhibitory control. Nature 503:521–524. doi: 10.1038/nature12676, PMID: 24097352

Poo C, Isaacson JS. 2009. Odor representations in olfactory cortex: "sparse" coding, global inhibition, and
oscillations. Neuron 62:850–861. doi: 10.1016/j.neuron.2009.05.022, PMID: 19555653

Runyan CA, Schummers J, Van Wart A, Kuhlman SJ, Wilson NR, Huang ZJ, Sur M. 2010. Response features of
parvalbumin-expressing interneurons suggest precise roles for subtypes of inhibition in visual cortex. Neuron
67:847–857. doi: 10.1016/j.neuron.2010.08.006, PMID: 20826315

Seybold BA, Phillips EA, Schreiner CE, Hasenstaub AR. 2015. Inhibitory actions unified by network integration.
Neuron 87:1181–1192. doi: 10.1016/j.neuron.2015.09.013, PMID: 26402602

Sohal VS, Zhang F, Yizhar O, Deisseroth K. 2009. Parvalbumin neurons and gamma rhythms enhance cortical
circuit performance. Nature 459:698–702. doi: 10.1038/nature07991, PMID: 19396159

Sokal RR, Rohlf FJ. 2012. Biometry: The Principles and Practice of Statistics in Biological Research (4th ed). New
York: W.H. Freeman.

Stevens CF, Zador AM. 1998. Input synchrony and the irregular firing of cortical neurons. Nature Neuroscience 1:
210–217. doi: 10.1038/659, PMID: 10195145

Tan Z, Hu H, Huang ZJ, Agmon A. 2008. Robust but delayed thalamocortical activation of dendritic-targeting
inhibitory interneurons. PNAS 105:2187–2192. doi: 10.1073/pnas.0710628105

Taniguchi H, He M, Wu P, Kim S, Paik R, Sugino K, Kvitsiani D, Kvitsani D, Fu Y, Lu J, Lin Y, Miyoshi G, Shima Y,
Fishell G, Nelson SB, Huang ZJ. 2011. A resource of Cre driver lines for genetic targeting of GABAergic
neurons in cerebral cortex. Neuron 71:995–1013. doi: 10.1016/j.neuron.2011.07.026, PMID: 21943598

Tasic B, Menon V, Nguyen TN, Kim TK, Jarsky T, Yao Z, Levi B, Gray LT, Sorensen SA, Dolbeare T, Bertagnolli D,
Goldy J, Shapovalova N, Parry S, Lee C, Smith K, Bernard A, Madisen L, Sunkin SM, Hawrylycz M, et al. 2016.
Adult mouse cortical cell taxonomy revealed by single cell transcriptomics. Nature Neuroscience 19:335–346.
doi: 10.1038/nn.4216, PMID: 26727548

Tsodyks MV, Skaggs WE, Sejnowski TJ, McNaughton BL. 1997. Paradoxical effects of external modulation of
inhibitory interneurons. Journal of Neuroscience 17:4382–4388. PMID: 9151754

Tsumoto T, Sato H. 1985. GABAergic inhibition and orientation selectivity of neurons in the kitten visual cortex at
the time of eye opening. Vision Research 25:383–388. doi: 10.1016/0042-6989(85)90063-X, PMID: 4024458

van Vreeswijk C, Sompolinsky H. 1998. Chaotic balanced state in a model of cortical circuits. Neural
Computation 10:1321–1371. doi: 10.1162/089976698300017214, PMID: 9698348

Wang J, Caspary D, Salvi RJ. 2000. GABA-A antagonist causes dramatic expansion of tuning in primary auditory
cortex. NeuroReport 11:1137–1140. doi: 10.1097/00001756-200004070-00045, PMID: 10790896

Wehr M, Zador AM. 2003. Balanced inhibition underlies tuning and sharpens spike timing in auditory cortex.
Nature 426:442–446. doi: 10.1038/nature02116, PMID: 14647382

Wheeler MA, Smith CJ, Ottolini M, Barker BS, Purohit AM, Grippo RM, Gaykema RP, Spano AJ, Beenhakker MP,
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