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Convolutional + 

pooling layers x3

Convolution 

Maps 

(with ReLU):

1st x 320

2nd x 480

3rd x 960

Pooling  

width 

(Max pooling):

1st 3

2nd 4

3rd 4

Fully connected 

hidden layers x2

Dropouts

1st 0.5

2nd 0.5

N neurons

1st 1000

2nd 2000

Multitask 

prediction layer

N outputs

30
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Convolution 

filter sizes:

1st 7

2nd 7

3rd 7


