
�

�

�

�

0.9585

0.9580

0.9575

1 5 20

21 3 4
0 1000 2000 3000

A
ve

ra
ge

 a
cc

ur
ac

y 
( 3

-t
im

e 
1

0
-f

ol
d 

C
V

)

A
ve

ra
ge

 a
cc

ur
ac

y 
( 3

-t
im

e 
1

0
-f

ol
d 

C
V

)

0.958

0.960

0.956

0.954

0.93

0.94

0.95

0.96

0.97

0.98

Randomly Selected Predictor

Logistic

Regression

Random 

Forre
st

Sto
chastic

Gradient B
oost

Boosted 

Classificatio
n

 Tree

Number of Trees

250
500

750
1000

250
500

750
1000

Number of Boosting Iterations

Max Tree Depth
A

0.958

0.960

0.956

0.954

0.958

0.960

0.956

0.954

A
ve

ra
ge

 a
cc

ur
ac

y 
(3

-t
im

e 
 1

0
-f

ol
d 

C
V

)

A
cc

ur
ac

y 
(3

-t
im

e 
 1

0
-f

ol
d 

C
V

)

C D

B

1 5 10Max Tree Depth
S

hrinkage

Minimum Terminal Node Size

Random Forrest Boosted Classification Tree

Stochastic Gradient Boosting Final model Cross-validation

Figure 5- figure supplement 1. Results from model parameter tuning and 
assessment. (A) The random forrest model was trained using 3-time 10-fold 
cross-validation (CV) under varying conditions for the parameter ‘randomly selected 
predictor’. The plot shows the average accuracy across the 30 trials for each variable 
level as a black square. (B) Average accuracy results from 3-time 10-fold CV using 
the boosted classification tree algorithm. The variables ‘number of trees’ (x-axis) and 
‘max tree depth’ (blue, green, black lines) were varied across the trials. Each data 
point represents the average accuracy across the CV. (C) Average accuracy results 
from 3-time 10-fold CV using the stochastic gradient boosting algorithm. The 
variables ‘number of boosting iterations’ (x-axis), ‘shrinkage’ (y-axis), ‘minimum 
terminal node size’ (columns), and max tree depth (blue, green, black lines) were 
varied across the trials. Each data point represents the average accuracy across the 
CV. (D) The individual accuracy measurements and box plot for the final models 
picked for each algorithm. Results are from the 30 CV runs. 
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