**Supplementary methods**

**Publicly available data generation and processing**

***Human CRC bulk cohorts*.**The integrated discovery cohort contained 2,167 patients with CRC from 19 independent datasets who fulfilled the following criteria: (1) available expression profiles obtained using the same chip platform (Affymetrix Human Genome U133 Plus 2.0 Array, GPL570) with raw CEL data; (2) overall survival (OS), relapse-free survival (RFS), fluorouracil-based adjuvant chemotherapy (ACT) or bevacizumab treatment information available. Another 19 independent datasets comprised 3,420 patients with CRC from different platforms and sequencing techniques (microarray or RNA-seq) were used for validation.

***Normal tissue data.***The Genotype-Tissue Expression (GTEx, <https://gtexportal.org>) project has established a tissue biobank with all samples from normal tissues rather than paracancerous tissues (e.g., TCGA). The RNA-seq data of 308 normal colorectal samples were obtained from the GTEx portal.

***Immunotherapy cohorts*.** Three datasets (n =414) with immunotherapeutic annotations and expression profiles were derived from the following studies: Hugo and colleagues(***Hugo et al.,* *2016***) (GSE78220, n =27), Rose and colleagues(***Rose et al.,* *2021***) (GSE176307, n =89) and Mariathasan and colleagues(***Mariathasan et al.,* *2018***) (IMvigor210, n =298). Patients in Hugo cohort were treated with *PD-1* blockade, patients in Rose cohort were treated with *PD-1*/*PD-L1* blockade, and patients in Mariathasan cohort were treated with *PD-L1* blockade. All patients were performed with next-generation sequencing.

***Multi-omics data for TCGA-CRC*.** The TCGA-CRC multi-omics data, including RNA-seq (raw count), proteome (Reverse Phase Protein Array), HumanMethylation450 array, whole-exome sequencing (VarScan MAF files), and copy number variation (CNV) data, were derived from TCGA portal (<https://portal.gdc.cancer.gov>). The neoantigen load (NAL) and homologous recombination deficiency (HRD) score measured by TCGA officials were available in TCGA pan-cancer atlas(***Thorsson et al.,* *2018***).

***CRC cell lines*.** The Cancer Cell Line Encyclopedia (<https://sites.broadinstitute.org/ccle>, CCLE) stores the processed multi-omics data of cancer cell lines. We retrieved 55 CRC cell lines with both transcriptome and metabolomics data (including 225 metabolites) for further explorations(***Li et al.,* *2019***).

***PDX model data.*** Two CRC PDX datasets were generated from two previous studies(***Isella et al.,* *2017; Uronis et al.,* *2012***). Uronis cohort (chip data) encompassed 27 matched human primary CRC and mouse xenografts and Isella cohort (RNA-seq data) included 116 matched liver metastatic CRC and mouse xenografts.

***Radiotherapy cohort.*** The GSE56699 comprises 72 primary rectal cancer with radiotherapeutic annotations, including 11 pairs of preoperative radiotherapy specimens and matched post-treatment surgical specimens(***Isella et al.,* *2015***).

***Single-cell RNA sequencing data.*** A total of 1,591 single cells from 11 patients with CRC using Fluidigm based single-cell RNA-seq protocol were achieved from Li et al. study(***Li et al.,* *2017***). The cell annotations were obtained from the reference component analysis (RCA).

***Pharmacogenomic datasets.*** Drug response and molecular data of human cancer cell lines were generated from the Cancer Therapeutics Response Portal (CTRP, <https://portals.broadinstitute.org/ctrp>), Profiling Relative Inhibition Simultaneously in Mixtures (PRISM, [https://depmap.org/portal/prism](https://depmap.org/portal/prism/)), and Genomics of Drug Sensitivity in Cancer (GDSC, [https://www.cancerrxgene.org](https://www.cancerrxgene.org/)) datasets. The area under the dose-response curve (AUC) values measured drug sensitivity (the AUC values in CTRP range from 0 to 30, in PRISM and GDSC range from 0 to 1). AUC values were log-transformed, with lower values indicating increased sensitivity to treatment. Drugs with missing AUC values in more than 20% of cell lines were removed, and the remaining missing values were imputed using the k-nearest neighbors (KNN) imputation procedure. The hematopoietic and lymphoid tissue-derived cell lines were excluded. Ultimately, CTRP contains the response data for 481 drugs over 835 cell lines, PRISM contains the response data for 1,448 drugs over 482 cell lines, and GDSC contains the response data for 265 drugs over 828 cell lines.

***Data processing.*** Published microarray data were obtained from the Gene Expression Omnibus (GEO, <https://www.ncbi.nlm.nih.gov/geo>). The robust multiarray average (RMA) preprocessing and normalization of raw CEL files from Affymetrix GeneChip® arrays were performed via *affy* package. Gene expression presence and absence were measured via the barcode algorithm(***McCall et al.,* *2011***), and genes not presented in all samples were discarded. To remove potential multicenter batch effects of discovery cohort, data were corrected using ComBat approach implemented in *sva* package (Figure S1)(***Leek et al.,* *2012***). For Illumina and Agilent microarrays, the processed data were obtained from the authors. The RNA-seq data (raw count) from TCGA-CRC and GTEx were converted to transcripts per kilobase million (TPM) and further log2 transformed. For somatic mutation data, somatic variants were detected using TCGA VarScan2 pipeline. A binary mutation profile was used to indicate the presence or absence of a gene mutation, and then gene-level mutations were generated after filtering out the synonymous mutations. For CNV data, segmented CNV values were generated by circular binary segmentation algorithm implemented in *DNAcopy* package. Then, all genes were mapped onto this segmented data to obtain gene-level and broad-level CNV values using GISTIC2.0. For DNA methylation data, we firstly excluded probes with >20% of missing values across samples and the probes for sex chromosomes, and the remaining missing values were imputed using the KNN imputation procedure. Then, each gene with the average beta value of the promoter region probes was assigned the final methylation values. For drug outcomes, the RECIST guideline (version 1.1)(***Eisenhauer et al.,* *2009***) indicates treatment responders and non-responders are defined as having a complete response (CR)/partial response (PR) and stable disease (SD)/progressive disease (PD), respectively.

**Description of previous CRC classifications**

To compare our subtypes with previously reported CRC classifications, the discovery cohort was reclassified according to the previous subtype criteria, including consensus molecular subtypes (CMS)(***Guinney et al.,* *2015***), CRC intrinsic subtypes (CRIS)(***Isella et al.,* *2017***), colon cancer subtypes (CCS)(***De Sousa et al.,* *2013***), CRCAssigner (CRCA)(***Sadanandam et al.,* *2013***), and Cartes d’Identité des Tumeurs (CIT)(***Marisa et al.,* *2013***), respectively. CMS integrated six independent classification systems into four CRC groups (CMS1-4) based on gene transcription and are prognostic in early-stage and first-line metastatic settings. Isella et al. deployed human-specific expression profiling of CRC PDXs to assess cancer-cell intrinsic transcriptional features, and identified five CRIS subtypes (CRISA-E). CCS was developed using a previously developed unsupervised consensus-based clustering technique, and formed three clusters generated the most robust classification (CCS1-3). Sadanandam et al. discovered five CRCA subtypes (CRCA1-5) shared similarities to distinct cell types within the normal colon crypt and showed differing degrees of ‘stemness’ and Wnt signaling. The French national CIT program enrolled a multicenter cohort of 750 patients with stage I to IV CRC and found six CIT subtypes (CIT1) based on cluster expression centroid classification.

**Background network**

The gene interaction-perturbation pipeline applies the discovery cohort as the tumor sample input and the GTEx cohort as the normal sample input. A pathway-derived analysis requires constructing the protein interaction functional networks projected by candidate genes(***Chen et al.,* *2021***). Data from the Reactome Pathway Database (<https://reactome.org>) focus on the reaction, which was utilized to establish the biological interaction networks(***Jassal et al.,* *2020***). Network nodes that absented in our cohorts were removed and existing nodes were integrated into the large background network with 148,942 interactions in total.

**Interaction-perturbation-based program**

The flowchart of this program is shown in Figure 1. For each gene within the background network, we first calculated its rank in individuals based on its gene expression value in each sample (the smallest expression value corresponds to the minimum rank, and the largest expression value corresponds to the maximum rank). Thus, the expression matrix was converted into the rank matrix by ranking all genes according to the expression values in all samples. The *Ra,s*represents the rank of gene *Ga* in sample *s*. Subsequently, the delta rank matrix, which rows and columns denoted interactions in the background network and samples, is generated from the rank matrix. For instance, a delta rank (represented by *δi,s*) was calculated by subtracting the ranks for each gene pair (e.g., *Ga* and *Gb*) connected by an interaction in the background network, as follows:

Where genes *Ga* and *Gb* are connected by interaction *i* in the background network.

 Gene interactions are highly conservative within normal samples, and interaction perturbations are rare(***Sahni et al.,* *2015***). The within-sample delta ranks of gene pairs are highly stable among samples under normal conditions but are often widely disrupted after certain treatments, such as gene knockdown, gene transfection, drug treatment and tissue canceration(***Li et al.,* *2019***). Hence, we hypothesized that the background network is stable across all normal samples, and then the interactions within normal samples served as the benchmark network. We ranked genes according to their mean gene expression value among normal samples and similarly calculated the delta rank as the benchmark delta rank vector with elements denoted by , where *i* is an interaction in the background network. This vector measures the mean relative ranks of gene pairs in all normal samples. Gene interactions in each patient should be compared with the benchmark network, and the corresponding difference represents the gene interaction perturbation for that patient. Upon subtracting the benchmark delta rank vector from the delta rank of each sample, we finally obtained the interaction-perturbation matrix  with element . For an interaction *i* in the background network and an individual sample s,

.

The interaction-perturbation matrix can measure the sample-specific interaction perturbation in the same whole background network effectively. Each column of the interaction-perturbation matrix represents the gene interaction perturbations for an individual sample, i.e., the sample-specific perturbation of the gene interaction.

**Discovery of the gene interaction network-based subtypes**

The subtypes were deciphered in the discovery cohort using the consensus clustering approach that required two elements, including features in rows and samples in columns. The clustering features needed to meet two aspects: (1) being able to significantly distinguish tumor from normal samples; (2) maintaining strong heterogeneity within all tumor samples with high variability. First, the differential analysis between tumor and normal samples for each interaction was performed. The top 30,000 interactions (approximately 20%) that differed significantly between tumor and normal samples and the top 30,000 interactions with high standard deviation (SD) among all CRC samples were selected. Subsequently, the intersection of two sets with 30,000 gene interactions overall CRC samples were retained for clustering work.

Furthermore, the perturbation matrix with the selected interactions was subjected to the consensus clustering procedure(***Wilkerson and Hayes,* *2010***), a resampling-based clustering algorithm implemented in the *ConsensusClusterPlus* package(***Wilkerson and Hayes,* *2010***). This procedure using the partitioning around medoids approach and 1-Spearman correlation distance was performed 5000 iterations on 80% of interactions and 80% of samples selected randomly. All derived partitions for a cluster *K* (2-10) were summarized by clustering the (samples samples) co-classification matrix. Subsequently, the consensus score matrix, cumulative distribution function (CDF) curve, proportion of ambiguous clustering (PAC) score, and Nbclust were synthetically used to determine the optimal number of clusters. A higher consensus score between two samples indicates they are more likely to be grouped into the same cluster in different iterations. The consensus values range from 0 (never clustered together) to 1 (always clustered together) marked by white to dark brown. In the CDF curve of a consensus matrix, the lower left portion represents sample pairs rarely clustered together, the upper right portion represents those almost always clustered together, whereas the middle segment represents those with ambiguous assignments in different clustering runs. The proportion of ambiguous clustering (PAC) measure quantifies this middle segment; and is defined as the fraction of sample pairs with consensus indices falling in the interval (u1, u2) ∈ [0, 1] where u1 is a value close to 0 and u2 is a value close to 1 (for instance u1=0.1 and u2=0.9). A low value of PAC indicates a flat middle segment, and a low rate of discordant assignments across permuted clustering runs. PAC for each K is CDFk(u2) - CDFk(u1)(***Șenbabaoğlu et al.,* *2014***). According to his criterion, we can therefore infer the optimal number of clusters by the K value having the lowest PAC. The Nbclust uses 26 mathematic criteria to select the optimal number.

**Generation of the GINS classifier**

To identify GINS subtypes in novel datasets using a small list of genes, we developed a gene expression-based classifier in three steps. First, our analysis included only samples that statistically belonged to the core of each subtype. Excluding samples with negative silhouette width has been shown to minimize the impact of sample outliers on the identification of subtype markers, as described in TCGA glioblastoma classification(***Verhaak et al.,* *2010***). Second, the significance analysis of microarrays (SAM)(***Tusher et al.,* *2001***) was employed to identify 762 genes significantly differentially expressed across the GINS subtypes. This is a well-established method that looks for large differential gene expression relative to the spread of expression across all genes. Sample permutation is used to estimate false discovery rates (FDR) associated with sets of genes identified as differentially expressed. The threshold was set to Benjamini–Hochberg-corrected FDR <0.0001. Third, the differentially expressed genes were further trained by prediction analysis for microarrays (PAM)(***Tibshirani et al.,* *2002***) to build a classifier. The PAM eliminated the contribution of genes that differentially express below a specific threshold, ΔPAM, relative to the subtype-specific centroids. The leave-one-out cross-validation (LOOCV) was performed to ultimately identify 289 genes that had the lowest misclassification error (1.8%). Using this strategy, a centroid-based classifier was built, and six centroids were computed on the gene-median centered discovery cohort. For each validation dataset, the distance to the six centroids of each sample was computed and samples were assigned to the closest centroid subtype. As previously reported(***Marisa et al.,* *2013***), the decision rule was based on the diagonal quadratic discriminant analysis method (DQDA) is defined as follows:

where *N* is the number of genes, *x* represents the expression normalized values, and were denoted by the mean and the variance of the gene *i* across samples of the subtype *j* from the discovery cohort. The classification confidence was assessed by identifying outliers (too distant samples) and mixed assignment samples (when a sample is close to several centroids). More specifically, a sample was defined as an outlier if its distance to the nearest centroid is superior to *n* times the median absolute deviation (MAD) of the distances of the samples used to compute the centroid; *n* is defined as the maximum (distances to centroid-mediandistances to centroid)/MADdistances to centroid. A sample has a mixed assignment if the difference of its distance to centroid is inferior to the 1st decile of the difference between centroids on data used to compute centroids.

**Human tissue specimens**

The human cancer tissues used in this study were approved by the Ethics Committee of The First Affiliated Hospital of Zhengzhou University. Overall, 214 frozen surgically resected CRC tissues were collected from The First Affiliated Hospital of Zhengzhou University. All patients provided written informed consent; received available standard systemic therapies; were aged 18 years or older; had adequate hematologic, renal, and liver function; had Eastern Cooperative Oncology Group performance status of 0 or 1; and had measurable disease according to Response Evaluation Criteria in Solid Tumours (RECIST, version 1.1)(***Eisenhauer et al.,* *2009***). Responders and nonresponders were defined as having a complete response (CR)/partial response (PR) and stable disease (SD)/progressive disease (PD), respectively. Detailed baseline data of patients with CRC are displayed in Supplementary file 15.

**RNA preparation and Quantitative Real-Time PCR (qRT-PCR)**

Total RNA was isolated from CRC tissues using RNAiso Plus reagent RNA quality was evaluated using a NanoDrop One C (Waltham, MA, USA), and RNA integrity was assessed using agarose gel electrophoresis. An aliquot of 1 μg of total RNA was reverse transcribed into complementary DNA (cDNA) according to the manufacturer's protocol using a High-Capacity cDNA Reverse Transcription kit (TaKaRa BIO, Japan). qRT-PCR was performed using SYBR Assay I Low ROX (Eurogentec, USA) and SYBR® Green PCR Master Mix (Yeason, Shanghai, China) to detect the expression of 14 genes. The expression value was normalized to *GAPDH*, and then log2 transformed for subsequent analysis. The primer sequences of the included 14 genes and *GAPDH* were shown in Supplementary file 4.

**Quantitative PCR miniclassifier**

To facilitate translation of the GINS subtypes in clinical settings, we intended to develop a quantitative PCR (qPCR) miniclassifier and further validate our subtypes in 214 clinical CRC samples from The First Affiliated Hospital of Zhengzhou University. Using 289 genes from the PAM classifier, we proposed a six-step pipeline to develop the simplified GINS miniclassifier in the discovery cohort:

1. For a gene, we extracted the expression of this gene in each subtype, and if the expression of one subtype was significantly higher than that of all other subtypes, this gene is defined as a specific gene of this subtype. In total, we identified 191 subtype-specific genes.
2. Bootstrapping method was further used to test these genes (from the first step). We extracted 70% of samples randomly from the entire cohort and performed univariate Logistic regression analysis on these samples to assess the correlation between the gene expression and prognosis. This procedure was repeated 1000 times and 93 genes that were incorporated in all resample runs (achieved P < 0.05 in robustness testing) were kept for next step analysis.
3. To further select genes with the most information, the LASSO regression was applied for further dimension reduction. The LASSO algorithm is a popular method for regression with high-dimensional predictors. It introduces a penalty parameter λ to shrink some regression coefficients to exactly zero. The penalty parameter λ, called the tuning parameter, controls the amount of shrinkage: the larger the value of λ, the fewer the number of predictors selected. The 10-fold cross-validation was used to determine the optimal values of λ via the one-standard-error rule. The optimal λ is the largest value for which the deviance is within one standard-error of the smallest value of deviance. In this process, 14 key genes were retained.
4. The discovery cohort was firstly divided into the training (70%) and testing (30%) datasets. With the expression profiles of 14 key genes, the random forest was employed to build a classifier with the following criteria: Gini impurity, 1,000 trees, minimal nodesize = 3, bootstrap sample, and 10-fold cross-validation. The random forest analysis was repeated 1,000 times, and the model with the smallest of out-of-bag (OOB) error rate was considered as the optimal classifier.
5. The five indicators including accuracy, precision, recall, F1-score, and specificity were utilized to evaluate the performance of our miniclassifier in both training and testing datasets.

**Gene set enrichment analysis**

The *clusterProfiler* package(***Yu et al.,* *2012***) was utilized to perform downloaded from the gene set enrichment analysis (GSEA). The significance of enrichment was estimated using default settings and 1,000 gene permutations.

**Gene set variation analysis**

The gene set variation analysis (GSVA) was conducted via the *GSVA* package(***Hanzelmann et al.,* *2013***). GSVA is a non-parametric, unsupervised method for estimating variation of gene set enrichment through the samples of an expression data set. GSVA performs a change in coordinate systems, transforming the data from a gene by sample matrix to a gene-set by sample matrix, thereby allowing the evaluation of pathway enrichment for each sample.

**Sample set enrichment analysis**

To assess the extent to which six subtypes captured samples with stronger transcriptional signatures, we introduced a framework termed ‘Sample Set Enrichment Analysis’ (SSEA)(***Isella et al.,* *2017***). In SSEA, all samples are ranked by the integrated scores, and the ranked sample list was further subjected to the GSEA procedure to test whether the ‘sample set’ for each subtype enriches high-ranking samples. As previously reported(***Isella et al.,* *2017***), a signature score was computed for each signature and each sample, as follows:

where is the average expression value of the genes positively correlated with the subtype and is the average expression value of the genes negatively correlated with the subtype in sample *i*.

For SSEA of mitogenic/anti-apoptotic autocrine loops(***Isella et al.,* *2017***), a total of 472 receptor/ligand interactions were downloaded from the Database of Ligand Receptor Partners (<http://dip.doembi.ucla.edu/dip/DLRP.cgi>). All samples in SSEA framework were ranked according to ‘receptor activation index’, which were computed by averaging the expression of receptor and its ligands, as follows:

where *Receptor* is the mRNA expression of the receptor of interest and stands for the average expression of its corresponding ligands in sample *i*.

**Cancer-immunity cycle**

Based on the rationale that immunity within tumors is a dynamic process, Karasaki and colleagues(***Karasaki et al.,* *2017***) have proposed an immunogram for the cancer-immunity cycle (CIC) depicted by eight axes of the immunogram score (IGS): IGS1, T cell immunity; IGS2, tumor antigenicity; IGS3, priming and activation (activated dendric cell enrichment); IGS4, trafficking and infiltration; IGS5, recognition of tumor cells; IGS6, inhibitory cells; IGS7, checkpoint expression; and IGS8, inhibitory molecules. The gene sets of IGS1-IGS8 were retrieved from a previous study(***Karasaki et al.,* *2017***). The single‐sample gene‐set enrichment analysis (ssGSEA) approach was leveraged to measure the IGS, and the immunogram radar displayed the normalized IGS value of six subtypes.

**Assessment of immunotherapeutic potential**

To predict the putative response to immune checkpoint blockade (ICB), CRC samples were scored using T-cell inflammatory signature (TIS) and Tumor Immune Dysfunction and Exclusion (TIDE) approaches. TIS proposed by Ayers et al. was used to predict clinical response to PD-1 blockade. The signature was composed of 18 inflammatory genes associated with antigen presentation, chemokine expression, cytotoxic activity, and adaptive immune resistance(***Ayers et al.,* *2017***). The TIDE algorithm (<http://tide.dfci.harvard.edu/>) integrates the expression signature of two primary mechanisms of immune evasions: T cell dysfunction and T cell exclusion, to model tumor immune evasion. Patients with higher TIDE score suggest the greater potential of tumor immune evasion; thus, these patients would derive worse immunotherapy response(***Jiang et al.,* *2018***). The immunophenoscore (IPS) was applied to assess the immune state of each sample. IPS is a scoring scheme that quantifies the immunogenicity of tumor samples using a variety of markers of immune response or immune tolerance. The higher the IPS z-score, the stronger the immunogenicity and immunotherapeutic potential of the sample(***Charoentong et al.,* *2017***).

**Characteristics of multi-omics alterations**

For mutation analysis, using the VarScan pipeline and MutSigCV algorithm(***Lawrence et al.,* *2013***), we retained genes with mutation frequency >10% and MutSigCV q-value <0.05. For copy number variation (CNV) analysis, the DNAcopy pipeline used Affymetrix SNP 6.0 array data to identify genomic regions that are repeated and infer the copy number of these repeats. The copy number values were further transformed into segment mean values, which were represented as log2 (copy-number/2). With -0.3 and 0.3 as cut-off points, genes were marked as deletion (<-0.3), neutral (-0.3~0.3), and amplification (>0.3). GISTIC 2.0 software(***Mermel et al.,* *2011***) was applied to define the recurrently amplified and deleted regions. Subsequently, we retained focal segments with CNV frequency >40% and GISTIC q-value <0.05. For methylation profile analysis, we first assigned DNA methylation values for each gene with the average beta value of the probes mapped to the promoter region, including TSS200 (region from –200 bp upstream to the transcription start site (TSS) itself), 1stExon (the first exon), TSS1500 (from –200 to –1500 bp upstream of TSS), and 5′UTR in order. For each phenotype, we identified the epigenetically silenced genes (ESGs) using the following criteria: (1) excluding the CpG sites methylated in normal tissues (mean β-value of > 0.2) or less than 10% of the tumor samples; (2) the DNA methylation data was divided into the methylation group and unmethylation group, according to the cutoff (β-value = 0.3); (3) for each gene, if the difference between the corresponding gene mean expression in the unmethylated group and that in the methylated group was > 1.64 standard deviations of the unmethylated group, the gene would be labeled as epigenetically silenced(***Liu et al.,* *2021***).

***Assessments of TMB, NAL, and CNV burden***

TMB was defined as the total non-silent somatic mutation counts in coding regions, encompassing missense, nonsense, frameshift insertion, frameshift deletion, in-frame insertion, in-frame deletion, and splice site mutation. The “maftools” R package was utilized to process mutation data and calculate the TMB of each patient. Neoantigens of the TCGA-CRC dataset measured by TCGA official were available in TCIA database (<https://tcia.at/neoantigens>)(***Charoentong et al.,* *2017***). The fraction of genome alteration (FGA), fraction of genome gained (FGG), and fraction of genome lost (FGL), were defined as the ratio of total CNV/gain/lost bases to all bases, respectively. The TCGA-CRC cohort was calculated based on copy number segment data as follows:

**Estimating drug sensitivity in clinical cohort**

To facilitate the subtype-based targeted interventions, we introduced an integrated pipeline to identify potential therapeutic agents for each subtype(***Yang et al.,* *2021***) (Figure S20A). Three pharmacogenomic datasets, CTRP, PRISM, and GDSC, store large-scale drug response and molecular data of human cancer cell lines, enabling accurate prediction of drug response in clinical samples(***Yang et al.,* *2021***). As mentioned above, stromal components could obscure the expression patterns of cancer cells in clinical samples. A purification algorithm termed *ISOpure*(***Quon et al.,* *2013***) was adopted to eliminate the contamination of stromal signal in the discovery cohort prior to conducting drug response prediction, and further yielded a purified tumor expression profiles comparable to cell lines(***Yang et al.,* *2021***). After purification, the proportion of stromal-rich subtypes (e.g., GINS2 and GINS4) were obviously decreased, suggesting the impact of stroma components had been eliminated (Figure S20B). A PDX dataset, GSE73255(***Isella et al.,* *2017***), is naturally uncontaminated by human stromal components. Hence, we tested our pipeline in the discovery cohort and GSE73255, and ultimately identified intersecting subtype-specific agents in two datasets. As previously reported(***Yang et al.,* *2021***), the model used for predicting drug response was ridge regression model implemented in the *pRRophetic* package(***Geeleher et al.,* *2014***). This predictive model was trained on mRNA expression profiles and drug response data of cancer cell lines with a satisfied predictive accuracy were evaluated by default 10-fold cross-validation, thus allowing the estimation of clinical drug response using only patients’ baseline gene expression data. We inputted the purified tumor expression profiles into the regression model to estimate the drug response of clinical samples, and ultimately determined the consensus agents in both the discovery cohort and GSE73255.

**Statistical analysis**

All data processing, statistical analysis, and plotting were conducted in R 4.0.5 software. Correlations between two continuous variables were assessed via Pearson’s correlation coefficients. The chi-squared or fisher exact test was applied to compare categorical variables, and continuous variables were compared through the Wilcoxon rank-sum test or T test. The coefficient of variation (CV) is the ratio of the standard deviation to the mean and shows the extent of variability in relation to the mean of the population. The higher the CV, the greater the dispersion. R was used to measure the fitting level of the power law curve, The better the curve fitting level is, the closer R is to -1. Kaplan-Meier analyses were performed via the survival package. All statistical tests were two-sided. *P* <0.05 was regarded as statistically significant.
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